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Preface

The Summer School Geometric, Algebraic and Topological Methods for Quantum
Field Theory has been taking place in Villa de Leyva (Colombia) every second year
since 1999. In a world of ever-increasing academic specialization, the organizers of
this school have sought over the years to provide an environment where students
and researchers working in various areas of pure mathematics and theoretical
physics may find a real chance to communicate with each other and to learn about
subjects which at first sight would appear either irrelevant to their field of study or
simply too remote in terms of prerequisites and language.

Not only does E. Wigner’s remark1 (1960) about the “the unreasonable effec-
tiveness of mathematics in physics” remain valid, more so, it has gained in sig-
nificance in a much broader context: Following M. Atiyah, R. Dijkgraaf and
N. Hitchin2 (2010), one may be tempted to exchange the role of the words physics
and mathematics in the previous sentence, and it would still make sense! It is also in
this spirit that the 9th edition of the school was planned. It comprised six courses,
delivered by experts, as well as several contributed research talks, all of which
revolved around one (or more) of the broad themes Quantization, Geometry and
Noncommutativity.

Following the tradition of the previous editions to publish the lectures delivered
during the school, this volume presents contributions by the lecturers of the school
but it differs from traditional proceedings in so far as it comprises chapters on
related topics based on the lectures, with a special effort put in achieving a peda-
gogical presentation. The present volume, we hope, will reflect the effort the authors
made during the school to adapt the lectures to the needs of the participants.

The book is therefore intended for curious readers eager to get acquainted with
one of the above-listed topics, namely Quantization, Geometry, and
Noncommutative Structures, and the relations between them. It is addressed to a
broad readership ranging from master students to advanced researchers, who will

1Wigner, Eugene P., Communications on Pure and Applied Mathematics (1960) 13, 1–14.
2Atiyah, M., Dijkgraaf, R. and Hitchin, N., Phil. Trans. R. Soc. A (2010) 368, 913–926.
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find in this volume both the necessary prerequisites and the openings to active areas
of research as well as links between these closely related fields of mathematical
physics. We hope this volume will be of interest to both physicists and mathe-
maticians, and that it will serve as an introduction to ongoing research in very active
areas of mathematics and physics at the border line between geometry, topology,
algebra, and quantum field theory. In spite of the diversity of the topics, the reader
will find a coherent and homogeneous presentation, reflecting the strong ties
between the various topics. For the lay reader, it should serve as a smooth first
encounter with some of them.

We are indebted to various institutions for their financial support for this school.
Let us first of all thank Universidad de los Andes in Colombia, which has been from
the very beginning our main source of financial support. We also warmly thank
Universidad Nacional de Colombia, Pontificia Universidad Javeriana, Universidad
Sergio Arboleda, and Institut de Recherche Mathématique Avancée de Strasbourg
for their financial support and their contribution to the success of this school.

Special thanks to the administrative staff at Universidad de los Andes, particu-
larly to Silvia Restrepo (Vice Rector for Research), Ferney Rodríguez (Dean of the
Faculty of Sciences), Adolfo Queiroz (Director of the Mathematics Department),
and Gabriel Téllez (Director of the Physics Department), for their constant
encouragement and support. We also would like to thank Leidy Castillo and Luisa
Fernanda Amarillo, who did a great job for the practical organization of the school,
the quality of which was very much appreciated by participants and lecturers. We
are also very indebted to Marbel Galindo and Paola Pardo for their help in various
essential tasks needed for the successful development of the school.

We also want to express our gratitude to the editorial staff of Springer. Aldo
Rampioni guided us during the initial stages of this project. His advice was decisive
and helped us achieve our initial editorial project. Kirsten Theunissen guided us
throughout the whole editorial process. We thank them both for their excellent job
and also for their patience.

Without the people named here, all of whom helped in the organization in some
way or another, before, during, and after the school, this scientific event would not
have left such vivid memories in the lecturers’ and participants’ minds. Last but not
least, thanks to all the participants who gave us all, lecturers and editors, the
impulse to prepare this volume through the enthusiasm they showed during
the school, and thanks to all the contributors and referees for their participation in
the realization of this volume.

Bogotá, Colombia Alexander Cardona
Austin, USA Pedro Morales
Cali, Colombia Hernán Ocampo
Potsdam, Germany Sylvie Paycha
Bogotá, Colombia Andrés F. Reyes Lega
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Chapter 1
Prelude: A General Overview

Alexander Cardona, Sylvie Paycha and Andrés F. Reyes Lega

Abstract This chapter provides the reader with a general overview of the various
topics discussed in this volume, emphasizing the deep relations existing between
them. Following a brief historical account of the emergence of the concept of “quan-
tization” both in physics and mathematics, a description of the main concepts and
tools appearing in subsequent chapters is presented.

1.1 Introduction

This volume presents various ongoing approaches to the vast topic of quantization,
namely to the process of forming a quantum mechanical system starting from a
classical one and discusses their numerous fruitful interactions with mathematics.

In its early years, quantum theory was understood in terms of a set of empir-
ical rules that would allow to make sense—to a certain extent—of experimental
results. Thus, for instance, in the old quantum theory, an electron would still orbit
the nucleus obeying the laws of classical dynamics, but an additional condition, the
Bohr–Sommerfeld quantization condition, had to be fulfilled. This reduced the set
of allowed orbits to a discrete one, providing a way to explain the quantization of
energy levels. The subsequent development of wave mechanics by de Broglie, the
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2 A. Cardona et al.

introduction of Schrödinger’s equation and the development of Heisenberg’s “matrix
mechanics”, eventually led to the formulation based on operators in Hilbert space,
as presented by Dirac and von Neumann.

In particular, Dirac emphasized that quantum observables—described by opera-
tors acting on a Hilbert space—can be obtained by replacing classical observables
(i.e., smooth functions on phase space) by self-adjoint operators, in such a way that
the Poisson bracket of two classical observables becomes, up to a constant, the com-
mutator of the corresponding quantum observables. Thus, the quantum analogue of
the classical Poisson bracket {x, p} = 1 of classical mechanics is given by the canon-
ical commutation relations [x̂, p̂] = i�, with � the Planck constant. So quantization
brings in non-commuting operator algebras due to the presence of the parameter �.

Afirst approach to quantization presented in this volume, called deformation quan-
tization, an approach initiated by M. Flato, A. Lichnerowicz, and D. Sternheimer,
in viewing the Planck constant � as a small parameter, provides a deformation of
the structure of the algebra of classical observables rather than a radical change in
the nature of the observables. It is defined in terms of a star product viewed as a
formal deformation in the parameter � of the algebraic structure of the space of
smooth functions on a Poisson manifold. When symmetries come into play, defor-
mation quantization needs to be merged with group actions, the topic of Chap.2, by
Simone Gutt.

The non-commutativity arising from quantization is the main concern of non-
commutative geometry, which has become an autonomous area of research under
the impulse of A. Connes. His and Chamseddine’s spectral action principle applied
to an appropriate non-commutative space yields the standardmodel action coupled to
Einstein and Weyl gravity. Allowing for the presence of symmetries requires work-
ing with principal fiber bundles in a non-commutative setup, the topic of Chap.3,
by Christian Kassel. Non-commutativity is central to N. Andruskiewitsch’s contri-
bution which presents Nichols algebras that provide a unifying concept for various
viewpoints on the quantized enveloping algebra of a simple finite-dimensional Lie
algebra g at a generic parameter q.

An alternative quantization procedure which claims to encompass gravity was
born in the late 1960s and early 1970s under the name of string theory. Indeed, one
of the many vibrational states of the string is supposed to correspond to the graviton,
a quantum mechanical particle that carries gravitational force. It went through a
first golden age in the late 1980s and early 1990s known as the first string theory
revolution, and a revival around the concept of duality in the late 1990s and early
2000, known as the second string theory revolution. In Chap.6, N. Berkovits and
H. Gomez present its supersymmetric version which encodes both the bosons and
the fermions. Superstrings have drawn the attention of many a mathematician, due to
its various fruitful interactions with algebraic geometry, some of which are described
here by M. Esole.

The quantization of gauge theories entails many subtleties, in great part due to the
presence of gauge invariance. From the point of view of classical dynamics, in gauge
theories we are faced with the problem that the theory, initially defined in terms of
a Lagrangian density, cannot be described in a Hamiltonian setting without taking
into account the presence of constraints. An appropriate treatment of the quantum

http://dx.doi.org/10.1007/978-3-319-65427-0_2
http://dx.doi.org/10.1007/978-3-319-65427-0_3
http://dx.doi.org/10.1007/978-3-319-65427-0_6


1 Prelude: A General Overview 3

problem leads to BRST symmetry, as illustrated in the example of the superstring
in Berkovits’ lectures. The quantization of a field theory can also be performed in a
Lagrangian setting, making use of path integrals. In the case of gauge theories, the
problems reappear in the form of the Gribov ambiguity [1]. A very general approach
devised to properly dealing with the gauge-fixing problem is the Batalin–Vilkovisky
formalism, which is the topic of Chaps. 8 and 9.

Reflecting the deep relations between the various topics discussed in the lectures
to follow are the many common mathematical or physical concepts and tools they
bring into play. Let us name a few transversal concepts to various lectures that can
serve as guiding threads for the reader:

• Group actions which arise wherever there are symmetries, so in any quanti-
zation procedure which claim to take symmetries into account, such as defor-
mation quantization in a G-equivariant setup in Simone Gutt’s contribution. In
Ch. Kassel’s lectures, group actions are generalized to the non-commutative
world in the form of comodule algebras over a Hopf algebra. In N. Berkovits’
lectures, which uses the BRST formalism, the local symmetries are fixed and
ghost and antighost parameters (parameters with inverse statistics) are introduced,
thus giving rise to global symmetries and an associated conserved charge, the
BRST charge.

• Hopf algebras, the dual counterparts of groups, that correspond to structures
encoding simultaneously an (unital associative) algebra and a (counital coassocia-
tive) coalgebra, with compatibility conditions between these structures together
with an antiautomorphism satisfying a certain property. Hopf algebras naturally
occur in algebraic topology, in group theory (via the concept of a group ring),
quantum groups as can be seen from the lectures by Ch. Kassel where they are
used to quantize homogeneous spaces and in the context of Nichols algebras pre-
sented by N. Andruskiewitsch, that play a crucial role in the classification program
of Hopf algebras. They also have diverse applications ranging from condensed-
matter physics and quantum field theory to string theory.

• Fibrations that arise wherever quantizationmeets geometry, here in the form of (i)
elliptic fibrations, describing an elliptic curve moving along a variety, the topic of
M. Esole’s lectures, whose physical background lies in the realm of strings where
elliptic curves arise naturally via conformal field theory, (ii) the non-commutative
principal fiber bundles discussed in Ch. Kassel’s lectures, a non-commutative
generalization of ordinary principal fiber bundles that developedwith gauge theory,
(iii) theWeyl bundle, a bundle used in S. Gutt’s lectures, whose fibers are modeled
on theWeyl algebra, and on whose flat sections one builds a star product, (iv) as an
instance of the more general concept of foliation arising in A. Ashtekar’s lectures
as globally hyperbolic space-time in the context of quantum field theory on curved
space-time.

• Supersymmetrywhich takes different forms depending on the context, e.g., that of
a supersymmetric action in N. Berkovits’ lectures. Supersymmetry is a key ingre-
dient in string theory; there are various string theories in ten dimensions related
by dualities which give rise to challenging questions in mathematics requiring
sophisticated tools such as the elliptic fibrations of M. Esole’s lectures.

http://dx.doi.org/10.1007/978-3-319-65427-0_8
http://dx.doi.org/10.1007/978-3-319-65427-0_9


4 A. Cardona et al.

• Quantization, a deep and rich concept which is a unifying thread throughout these
lectures where it comes up in various disguises, in the form of BRST quantiza-
tion in Berkovits’ lectures, in that of functional quantization used to quantize the
strings that serve as one of the motivations for M. Esole’s study of elliptic fibra-
tions, as a deformation quantization in S. Gutt’s lectures, in the form of unitary
representations of the Weyl algebra of an infinite-dimensional symplectic vector
space discussed in A. Ashtekar’s lectures.

• Non-commutativity and deformation inherent in quantization procedures that
typically bring—possibly deformed—non-commuting operators into the scene, is
reflected in the canonical commutation relations obeyed by the annihilation and
creation operators in A. Astekar’s lectures and lies behind the operator product
expansions in conformal field theory used in N. Berkovits’ presentation. In the
framework of quantization by deformation discussed in S. Gutt’s lectures, Pois-
son brackets are substituted by �-deformed operator brackets, � being the Planck
constant. Similarly, in Ch. Kassel’s lectures, the coordinate algebraC[X, Y ] of the
complex plane is deformed to the q-deformed “coordinate algebra” Cq [X, Y ] of a
hypothetical quantum space and symmetry groups such as SL(2) are deformed to
quantum groups SLq(2). Such quantum groups relate to Nichols algebras cen-
tral to N. Andruskiewitsch’s lectures and that appear as the invariant part of
Woronowicz’s non-commutative differential calculus.

In view of their importance in this volume, the concept of “quantization” and the
related concept of non-commutativity deserve further explanations.

The word quantization is commonly used to describe a procedure to link the
“classical” description of a dynamical system with its “quantum” description. In
some cases, such a quantization can be reached exploiting geometric features of the
system, but approaches involving rather algebraic or analytical tools are also used
when the “quantization rules” can be read of the classical description of the system
in algebraic or analytic terms. There is by far no unified approach to quantization,
even when only very simple dynamical systems are considered, and in general it is
not clear either that such procedure may exist. In any case, the quest for a bridge
between the mathematical structures used to describe classical dynamical systems
and those used to come upwith a quantum description of them gave rise tomany deep
and interesting ideas in mathematical physics and, in particular, to newmathematical
theories.

From the point of view of mathematics, classical dynamics can be achieved
using tools borrowed from differential equations, classical analysis, and differen-
tial geometry and whenever symmetries are involved, group theory comes into play
in more or less sophisticated ways (from special functions and representation theory
to the geometry of Lie groups and fiber bundles). Quantum descriptions of dynamics
involve functional analysis in an essential way, but they also use non-commutative
algebras and shed light on the role of topology for systems sensitive to such type of
constraints. In addition, in recent times, new mathematical tools arise from theories
inspired by the principles and rules of quantum physics, and by the heuristics of what
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one expects of a mathematical quantization of the classical structures. Among many
others, theories motivated by quantization are non-commutative geometry, quantum
groups, and algebraic deformation theory discussed in this volume.

1.2 Poisson Geometry and Classical Dynamics

The basic objects in the commonly used geometric approaches to classical dynam-
ics are smooth manifolds equipped with 2-tensors in terms of which a Lie algebra
structure (compatible with differentiation) can be given to the space of functions on
the manifold. Alternatively, the starting point can be the operation

{·, ·} : C∞(M) × C∞(M) → C∞(M)

providing the space of smooth functions (here, we consider real-valued functions
on the manifold M , although complex-valued functions can also be considered as
observables, see, e.g., Simone Gutt’s lectures) with a Lie algebra structure. In other
words, the bracket {·, ·} enjoys the following properties

1. Linearity,
{α f + βg, h} = α{ f, h} + β{g, h},

2. Antisymmetry,
{ f, g} = −{g, f },

3. Jacobi identity,
{ f, {g, h}} + {g, {h, f }} + {h, { f, g}} = 0

for all f , g and h ∈ C∞(M), and any scalars α and β, to which we add the compat-
ibility with the usual product of functions, i.e.

4. Leibniz rule,
{ f, gh} = g{ f, h} + { f, g}h.

These four identities define the aPoisson bracket onC∞(M), andwe call M equipped
with such a bracket a Poisson manifold.

Symplectic manifolds, which are Poisson manifolds for which the Poisson tensor
is non-degenerate, are the most popular ground used to model dynamical systems.
A symplectic manifold is a pair (M, ω), where ω is a closed and non-degenerate
differential 2-form on M (in the context of Poisson geometry, the dual of the Poisson
2-tensor). For example, cotangent bundles are symplectic manifolds particularly well
adapted to model phase spaces: If Q is a smooth manifold with local coordinates
(q1, . . . , qn), its cotangent bundle T ∗ Q is a 2n-dimensional symplectic manifold
with local coordinates (q1, . . . , qn, p1, . . . , pn) whose first n coordinates define the
position in the configuration space Q and last n coordinates correspond to their
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associated generalized momenta. The symplectic structure in this case is canonical,
since the cotangent bundle projection onto the configuration space T ∗ Q

π→ Q defines
a 1-form θ in terms of which the symplectic form can bewrittenω = dθ . This 1-form
is called the symplectic potential, and in local coordinates it has the form

θ =
n∑

i=1

pi dqi .

On a general symplectic manifold (M, ω), given that ω is closed, by the Poincaré
lemma such a symplectic potential exists locally (and it is not unique in general).
However, Darboux’s theorem shows that every symplectic manifold locally has the
structure of a cotangent bundle, so that any two symplectic manifolds with the same
dimension are locally diffeomorphic since, locally, every symplectic 2-form looks
like

ω =
n∑

i=1

dpi ∧ dqi .

To illustrate how the symplectic structure can be used to model the classical dynam-
ics of a physical system, let us consider a system whose phase space is the sym-
plectic manifold (M = T ∗ Q, ω). A physical observable is, by definition, any real-
valued smooth function f ∈ C∞(M); examples are usual physical quantities—
energy, momentum, etc. Since the symplectic 2-form ω is non-degenerate, there
is a natural linear isomorphism

i· : T·M → T ∗
· M

given by contraction i(X) = iXω = ω(X, ·). This isomorphism can be used to iden-
tify tangent and cotangent vectors and in particular, to associate to each smooth
function f ∈ C∞(M) a vector field X f on M by the relation

iX f ω = −d f.

Such a vector field X f is called the Hamiltonian vector field associated with f , in
terms of which the Poisson bracket operation is given by

{ f, g} = ω(X f , Xg).

Since the exterior derivative of f can locally be written as

d f =
n∑

i=1

∂ f

∂qi
dqi + ∂ f

∂pi
dpi ,
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the Hamiltonian vector field defined by this function is the one given in local coor-
dinates by

X f =
n∑

i=1

∂ f

∂pi

∂

∂qi
− ∂ f

∂qi

∂

∂pi
. (1.1)

In local coordinates, the Poisson bracket of two functions f, g ∈ C∞(M) is the
smooth function defined by

{ f, g} =
n∑

i=1

∂ f

∂qi

∂g

∂pi
− ∂g

∂qi

∂ f

∂pi
, (1.2)

where 2n is the dimension of M , which is the usual expression for such an operation
used in physics.

Poisson brackets are useful to describe the dynamics of physical systems because,
given a Hamiltonian function H for the system, the evolution of classical observables
is given by their bracket with the corresponding Hamiltonian [2], i.e.

d f

dt
= { f, H}, (1.3)

for any smooth function f ∈ C∞(M). Notice that, if γ (t) = (pi (t), qi (t)) is an
integral curve of the Hamiltonian vector field (1.1) associated with a function H , the
time evolution of the canonical variables on the symplectic manifold is given by

−∂ H

∂qi
= ṗi = {pi , H} ,

∂ H

∂pi
= q̇i = {qi , H},

which are precisely the Hamilton equations in the case in which H is a Hamiltonian
for the system. Thus, once aHamiltonian function is given, dynamics follows directly
from the Poisson bracket defined by the 2-form ω in (1.2).

Remark. All the facts illustrated here in the context of symplectic manifolds hold
in the more general context of Poisson manifolds, where the expressions before in
terms of the 2-form ω must be replaced by their counterparts in terms of the Poisson
tensor (see, e.g., Simone Gutt’s lectures).

Some years after the birth of quantum mechanics, Paul Dirac realized that the
Hamiltonian description of the dynamics, and in particular, the algebraic structure
defined by the Poisson bracket {·, ·} on the algebra of classical observables, is crucial
to understand the relationship between classical and quantum dynamics. One of the
main features of the quantum description of a physical system is the use of self-
adjoint operators acting on Hilbert spaces as quantum observables, highlighting the
non-commutative nature of this algebra of observables. Since, with respect to the
Poisson bracket operation, classical observables as position and momenta already
satisfy commutation relations of the form {qi , p j } = δi j , Dirac noticed that to a
certain extent, the non-commutativity of quantum observables was already present
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in the classical setting and, as a consequence, the quantization process should be
understood as a morphism between similar algebraic structures in very different
contexts. On the one hand the differential-geometric approach of the dynamics in
terms of smooth functions on amanifold (as classical observables) a Hamiltonian and
a Poisson bracket and, on the other hand, the functional-analytic approach in terms of
self-adjoint operators (as quantum observables) acting on a Hilbert space (of “wave
functions”) with the usual commutator of operators as natural bracket [3]. In this
sense, one can think of Poisson manifolds as “maximal noncommutative spaces”
between the world of classical physics (commutative algebras of smooth functions
on smoothmanifolds) and the quantumworld of non-commutative algebras, the triple
(C∞(M), {·, ·}, H)—the algebra of observables plus a distinguished object in terms
of which the evolution can be given, see (1.3), often called dynamical system—being
the starting point of any quantization model.

1.3 Geometric and Deformation Quantization

Quantizing a dynamical system (C∞(M), {·, ·}, H) corresponds to a rule which
assigns to the system a representation f �→ f̂ of the algebra of classical observ-
ables in the algebra of self-adjoint operators A acting on certain Hilbert space H .
How to build the Hilbert space and the representation itself can vary according to
the physical system or the mathematical purpose, and in some cases a “complete”
quantization cannot be achieved. From the point of view of mathematics, there are
two methods which have been successfully studied and given rise to very stimulating
ideas beyond their relationshipwith physics, geometric quantization and deformation
quantization. Both methods strive to fulfill the Dirac quantization conditions [3]:

1. The application f �→ f̂ must be linear

2. If f is constant then f̂ must be the multiplication (by the constant f ) operator

3. If, for three classical observables, { f, g} = h then

[ f̂ , ĝ] = −i�ĥ (1.4)

must be verified by their quantum counterparts.

1.3.1 Geometric Quantization

The goal of geometric quantization is to build both a Hilbert space and a representa-
tion of observables from the geometry and the topology of the dynamical system one
started from. If ones starts from a symplectic manifold (M, ω), which models the
classical phase space for a dynamical system, to quantize geometrically such system
means finding a map
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C∞(M) × Γ (L ) → Γ (L )

( f, ψ) �→ f̂ ψ,

where Γ (L ) denotes the space of sections of a Hermitian line bundle L → M ,
modeling “wave functions”, satisfying the Dirac quantization conditions. The idea
goes back to Kostant and Souriau [4, 5], for whom the “prequantization bundle”
L is a complex line bundle over M , endowed with a connection ∇ with curvature
prescribed by the symplectic form, namely equal to �

−1ω. Such a bundle exists if and
only if the class of (2π�)−1ω in H 2(M, R) is in the image of H 2(M, Z) under the
inclusion (see, e.g., [6]) and, if this integrality condition is verified, the Hilbert space
of prequantization H (M,L ) is the completion of the space of square integrable
sections s : M → L , denoted by Γ (L ), with inner product

(
s, s ′) =

∫

M

〈
s, s ′〉 ε

where ε = 1
2π�

dp1 ∧ · · · ∧ dpn ∧ dq1 ∧ · · · ∧ dqn is the volume element defined by
the symplectic form on the manifold M .

Beyond the obvious theoretical importance of this construction, a very relevant
feature of this approach is the integrality condition on the symplectic form it involves,
namely the topological restriction [(2π�)−1] ∈ H 2(M, Z), which can be used to
explain the quantization of certain numbers associated with elementary physical
systems (the so-called quantum numbers, see, e.g., [6]). Regarding the representation
of observables, in this setting, to each smooth function f ∈ C∞(M), we associate
an Hermitian operator according to the Konstant–Souriau representation

f̂ = f − i�∇X f ,

where X f denotes the Hamiltonian vector field generated by f . Both the Hilbert
space and the representation of observables are determined by the symplectic form;
from this point of view, in this quantization, the quantum dynamics is completely
determined by the classical dynamics of the system, via a topological condition.

In order to illustrate how this constructionworks, let us compute a simple example,
namely the operators corresponding to position qi and momentum pi in the phase
space M = T ∗

R
n with canonical symplectic form. In this case, the correspondent line

bundle associated is M × C and the representation corresponding to the observables
gives f̂ = f − i�X f − (pi dqi )(X f ) so that, since X pi = ∂

∂qi
and Xqi = − ∂

∂pi
,

p̂i = pi − i�

(
∂

∂qi

)
− pi = −i�

∂

∂qi

and

q̂i = qi − i�

(
− ∂

∂pi

)
= qi + i�

∂

∂pi
.
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This result disagrees with the usual rules of quantum mechanics (Scrhödinger’s ver-
sion) that read p̂i = −i� ∂

∂qi
and q̂i = qi , and this is why we use the name “prequan-

tization” at this stage for this procedure, which should be promoted to a quantization
by means of a polarization (see [6] for details). Both, the geometric prequantization
and the polarization procedures, can be carried out on Poisson manifolds, see [7].

1.3.2 Deformation Quantization

The appearance of the Planck constant � in the course of the last few paragraphs
is completely incidental, and more related with the wish of recovering the usual
commutation rules of quantum mechanics as an output of the quantization process.
In contrast, for the deformation theory of quantization, it is the main parameter
(actually it is, in this context, everything but a constant), the one in terms of which
the algebra of quantum observables will be built as a deformation of the algebra of
classic observables Ao = (C∞(M), {, }).

The algebraAo = C∞(M) of classical observables is replaced byA� = C∞(M)

[[�]], the algebra of formal power series in � of elements inAo, whose elements have
the form f = ∑∞

k=0 �
k fk . Viewing this formal power series as analogues of symbols in

the theory of pseudo-differential operators gives an idea of the composition formula
of the corresponding elements in A� (Weyl’s quantization). A formal deformation
quantization of a Poisson manifold M is a couple (A� = C∞(M)[[�]], ∗), where

∗ : A� ⊗ A� → A�

denotes a star product defined on the algebra of formal power series of elements in
Ao such that, for any f, g ∈ Ao,

f ∗ g =
∑

l≥0

�
kCk( f, g),

where the Ck are defined by bidifferential operators (and define Hochschild 2-
cochains onAo) satisfying ( f ∗ g) ∗ h = f ∗ (g ∗ h). Thus, for any f = ∑∞

k=0 �
k fk

and g = ∑∞
k=0 �

k gk in A�, with fk, gk ∈ Ao for all k,

f ∗ g =
∑

l+i+ j≥0

�
lCl( fi , g j ), (1.5)

where it is assumed that the first two cochains satisfy C0( f, g) = f g (the usual
commutative product of smooth functions) and C1( f, g) − C1(g, f ) = { f, g}, so
that

f ∗ g = f g + O(�)
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and
f ∗ g − g ∗ f = −i�{ f, g} + O(�2),

a week version of (1.4).
This theory was initiated in the 1970s by F. Bayen, M. Flato, C. Fronsdal,

A. Lichnerowicz, and D. Sternheimer [8], in the context of symplectic manifolds,
and revisited by B. Fedosov in the 1980s [9] in the same context but in a much
richer geometric approach. Since then many aspects of the theory have been studied
(e.g., classification issues, generalizations to Poisson manifolds and more general
differential-geometric/algebraic structures, index theory, etc.) giving rise to very
important advances in different areas of mathematical physics. Chapter 2 offers
a complete exposition of these and other aspects of deformation quantization by
Simone Gutt, a leading expert in the subject who contributed with the theory from
an early stage, reaching important developments of the theory such as Kontsevich’s
formality theorem, the concept of reduction in the formal deformation setting and
convergence issues in the deformation quantization programme. Professor Gutt’s
lectures on deformation quantization, aimed at graduate students in physics or math-
ematics, are self-contained and contain a very complete list of references to the
abundant literature on the subject; we refer the reader to that chapter for more on this
interesting point of view on quantization.

1.4 Non-commutative Geometry and Quantum Groups

Asmentioned before, the starting point for a description of the dynamics of a classical
system is a triple (Ao, {·, ·}, H), whereAo = C∞(M) denotes the algebra of classical
observables and {·, ·} the Poisson bracket of smooth functions. Instead of a “construc-
tive” quantization of such dynamical system by a deformation as indicated before, or
an explicit construction of the quantum algebra of observables from geometric data,
there are methods involving mathematical objects supposed to represent the quan-
tum counterparts of classical dynamical systems without explicit mention to some
particular quantization process. From these points of view, the non-commutative
algebras involved in the description of the quantum dynamics of a system must, in
some appropriate limit, give back the classic algebraic setting of classical dynamics,
but they must not necessarily be built from them. Among these theories, we want
to mention Alain Connes’ non-commutative differential geometry and the theory of
quantum groups.

The basic object in non-commutative geometry is a spectral triple (A ,H , D)

(also called unbounded Fredholm module), and it involves an involutive algebra A
represented in a Hilbert spaceH , together with a self-adjoint operator D with com-
pact resolvent in H such that [D, a] is bounded for any a ∈ A [10]. This triple is
the non-commutative generalization of the natural triple (C∞(M), L2(S, M), D) of
classical differential spin geometry, where the algebra is the one of smooth functions
on a (spin) manifold M , which is commutative with respect to the usual product

http://dx.doi.org/10.1007/978-3-319-65427-0_2
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of functions, the Hilbert space is the one of L2-spinors (sections of the spin bun-
dle S → M over M) and D is the classical Dirac operator (the square root of the
Laplacian). Thus, the algebra A models the algebra of functions of a “noncommu-
tative space” which we only see through the spectral properties of the operator D the
same way as, for example, the Riemannian metric on M is encoded in the operator
spectrum of D in classical global analysis. Conditions can be imposed on a spectral
triple to generalize many important features of the usual spectral theory of pseudo-
differential operators on manifolds to these non-commutative spaces, obtaining in
addition to the usual notions of differential geometry (distances, scalar curvature,
etc.) more involved constructions as index theory (see B. Iochum’s lectures in [11],
and references therein).

In physics, non-commutative spectral triples have been used to describe elemen-
tary particle models over non-commutative space-times, conformal field theories,
and dualities among many other uses (see M. Marcolli’s lectures in [11]). Many
interesting examples of non-commutative spaces in mathematics come from the the-
ory of quantum groups, objects which are deformations of (algebras of functions on)
groups, but still have a very similar representation theory. The notion of quantum
group comes from the one of Hopf algebras, which are algebraic structures often
used to describe deformations of the function algebras on semisimple Lie groups
or enveloping algebras of semisimple Lie algebras (see Christian Kassel’s lectures
in this volume). These deformations are commonly parametrized by a parameter q
which, for some authors, is related to � as q = exp(c�) for some appropriate scalar c
and is used to exhibit explicit deformations of their classical counterparts. For exam-
ple, the algebra of the quantum group SUq(2) is the polynomial algebra generated
by four elements a, b, c and d satisfying the following relations, for a parameter
0 < q < 1,

ba = qab, ca = qac,

db = qbd, dc = qcd,

bc = cb; ad − q−1bc = da − qbc = 1,

so that the case q = 1would correspond to the classicalmatrix representation

(
a b
c d

)

of elements of the Lie group SU (2) in terms of the (commuting) coordinates a, b, c
and d.

It is interesting to notice that, if we forget the group-like features of these objects,
it has been possible to use the representation theory of many classes of quantum
groups to define appropriate Dirac operators and, as a consequence, it is possible to
realize them as a class of non-commutative spaces in the context of spectral triples.
Although the spectral triples (Aq ,Hq , D) associated with such classes of quantum
groups often use the classical Dirac operator on the corresponding classical group,
they have interesting properties with potential applications both in mathematics and
theoretical physics (see, e.g., [12, 13]).
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In classical field theory, principal fiber bundles play a very important role tomodel
gauge symmetries, i.e., internal symmetries of classical systems modeled by the
fiber (a Lie group) of a fibration over the space-time manifold; when these classical
objects are replaced by their quantum analogues, we obtain different types of objects
which appear often in the following pages. First, in Fedosov’s approach to deforma-
tion quantization, fibrations of non-commutative algebras over symplectic manifolds
appear in a natural way (theWeyl bundle) and their geometry is used to build up start
products as explained in SimoneGutt’s lecture notes. Fibrations in the context of non-
commutative geometry play an important role in applications in physics and come
in very different flavors which can be used in different situations: classical fibrations
on non-commutative spaces (i.e., classical fibers on non-commutative base mani-
folds), parametrized families of non-commutative spaces or fibrations with quantum
fibers on non-commutative spaces. The role of quantum groups in equivariant non-
commutative algebraic geometry, in particular the notion of non-commutative prin-
cipal bundle, or Hopf–Galois extension, will be discussed by Christian Kassel in this
volume. Many other examples of fibrations involving Hopf algebras can be studied
from the spectral point of view of non-commutative differential geometry; let us just
quote the case of non-commutative Hopf fibrations considered by Giovanni Landi
and Walter van Suijlekom in [14] and the non-commutative homogeneous spaces
studied by Joseph Várilly in [15].

1.5 Quantum Fields

Quantization of a classical field theory brings new features, such as the existence
of inequivalent representations of the algebra generated by creation and annihilation
operators. This is due to the fact that (by definition) such a theory is a dynamical
system with an infinite number of degrees of freedom.

As an example, let us consider the Klein–Gordon equation

(∂μ∂μ + m2)ϕ(x) = 0, (1.6)

which is the simplest one compatible with the Poincaré symmetry of Minkowski
spaceM . This equation can be obtained from a Lagrangian densityL (ϕ, ∂μϕ) as a
solution of the corresponding Euler–Lagrange equations, but the dynamics can also
be described in terms of a symplectic structure that is naturally associated with the
differential equation (1.6). In fact, let V denote the space of real smooth solutions
of the Klein–Gordon equation, in a suitable topology. Then, given a choice of a
space-like hypersurface Σ , we can define a symplectic form on V ,

σ(ϕ1, ϕ2) :=
∫

Σ

(ϕ1∇αϕ2 − ϕ2∇αϕ1) nαdvolΣ,
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which is independent of the choice of Σ . Let E
± : C∞

0 (M ) → C∞(M ) denote the
retarded/advanced fundamental solutions of (1.6). Then, for any f ∈ C∞

0 (M ), it is
easy to see that E f is a solution to the field Eq. (1.6), where E = E

− − E
+. From

this, we obtain an isomorphism V ∼= C∞
0 (M )/ ker(E). Under this isomorphism, the

symplectic form can be written as follows:

σ([ f ], [g]) =
∫

M
f (x)(Eg)(x)d4x .

The quantized field corresponding to this dynamical system can be described in terms
of a unital ∗-algebra generated by symbols Φ( f ) (with f in the complexification of
C∞
0 (M )), that are subject to the following relations:

Φ( f̄ ) = Φ( f )∗, (1.7)

Φ((∂μ∂μ + m2) f ) = 0, (1.8)

[Φ( f ),Φ(g)] = iσ([ f ], [g]). (1.9)

Physically, the generators Φ( f ) can be regarded as “smeared” field operators. In
terms of the more familiar operator-valued distribution ϕ̂(x) (“the quantum field”)
we have, at least formally,

Φ( f ) =
∫

ϕ̂(x) f (x)d4x .

Thus, Eq. (1.8) expresses the idea that the quantized field is still a solution of the
field equation, whereas (1.9), when written in terms of the quantum field ϕ̂(x), takes
the more familiar form of the canonical commutation relations (CCR):

[ϕ̂(x), ϕ̂(y)] = iΔ(x, y). (1.10)

Here, Δ(x, y) denotes the Pauli–Jordan function, a distributional solution of (1.6)
with causal support [16]. The relation between (1.9) and (1.10) is due to the fact that
Δ(x, y) is also the kernel of the (integral) operator E.

An alternative point of view consists in starting with the symplectic vector space
(V, σ ) and constructing the correspondingWeyl algebra. The commutation relations
obeyed by the generators of theWeyl algebra can be understood as the exponentiated
form of the CCR (1.10)

One of the main differences between (standard) quantummechanics and quantum
field theory comes from the Stone–von Neumann theorem, which asserts that, up to
unitary equivalence, there is only one irreducible representation of the CCR,

[q̂i , p̂ j ] = i�δi, j . (1.11)
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In this case, the symplectic space is T ∗
R

n , a finite dimensional symplectic vector
space. These two assumptions (that the symplectic manifold is a vector space and of
finite dimensionality) are essential for the proof of the Stone–von Neumann theorem.
Its failure in the case of finite dimensional symplectic manifolds leads to the richness
of interplay between topology and symplectic geometry, as discussed previously. In
the case of a (free, scalar) quantum field, we are still working with a symplectic
vector space, but now of infinite dimensionality.

For the example of the scalar field discussed here, the Hilbert space where the
CCR are represented is a bosonic Fock space. It can be described in terms of the
symmetric tensor algebra of V .

On the other hand, quantization of fermionic fields (such as the one described by
the Dirac equation) differs from its bosonic counterpart for commutation relations
have to be substituted by anticommutation relations due to the spin-statistics connec-
tion. The Fock space is then accordingly related to the exterior algebra of the space
of solutions of the classical equation [17]. As mentioned in Sect. 1.1, quantization of
a gauge theory entails new difficulties, since the Lagrangian describing such a theory
is singular, meaning that there are constraints that have to be dealt with in a proper
way. Examples of such theories and their quantization are the subject of Chap.6 (in
the context of string theory) and Chaps. 8 and 9 (dealing with different aspects of the
Batalin–Vilkovisky formalism).

From the point of view of both mathematics and physics, the appearance of renor-
malization is perhaps one of the most intriguing, as well as interesting, aspects of
quantum field theory. Although not discussed in this volume, it is convenient to
observe that, at the core of renormalization calculations arising in perturbative quan-
tum field theory, there is a Hopf algebra structure, known as the Connes–Kreimer
Hopf algebra [17, 18], which provides an algebraic interpretation of the mechanisms
underlying the “forest formula” used by physicists. Another point of view, stemming
from the algebraic approach to quantum field theory, uses ideas from deformation
quantization to study perturbative renormalization [19]. These two examples provide
further illustrations as to how deeply interconnected are the topics discussed in this
volume.
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Chapter 2
Deformation Quantization
and Group Actions

Simone Gutt

Abstract This set of notes corresponds to a mini-course given in Villa de Leyva in
July 2015. It does not contain any new result and is meant to be an elementary first
introduction to formal Deformation Quantization, hoping it will be an incentive to
learn more advanced topics in the subject. Quantization of a classical system is a way
to pass from classical to quantum results. There exist several mathematical attempts
to formulate possible quantization methods. Formal deformation quantization was
introduced in the seventies by Flato et al. and understands quantization as a defor-
mation (called a star product) of the structure of the algebra of classical observables.
After an introduction to the concept of quantization in Sect. 2.1, we introduce formal
deformation quantization in Sect. 2.2, the description of Fedosov’s construction of
a star product on a symplectic manifold in Sect. 2.3, an introduction to classifica-
tions of star products in Sect. 2.4 and a brief introduction to the notion of formality
and its link with star products on a Poisson manifold in Sect. 2.5. Various notions
of group actions in the context of deformation quantization are given in Sect. 2.6,
along with the study of the invariance of a Fedosov’s star product, and classifications
of invariant star products on a manifold endowed with an invariant connection. We
present in Sect. 2.7 the concept of reduction in the formal deformation quantization
setting, and show how quantization commutes with reduction, considering here only
the simplest form of reduction and following a simplified version of Bordemann–
Waldmann’s approach. We conclude by briefly mentioning in Sect. 2.8 convergence
issues in the deformation quantization programme.

S. Gutt—Also on leave from Université de Lorraine, Ile du Saulcy, 57045 Metz Cedex 01,
France.

S. Gutt (B)
Université Libre de Bruxelles, Campus Plaine, CP 218, bd du Triomphe,
1050 Brussels, Belgium
e-mail: sgutt@ulb.ac.be

© Springer International Publishing AG 2017
A. Cardona et al. (eds.), Quantization, Geometry and Noncommutative Structures
in Mathematics and Physics, Mathematical Physics Studies,
DOI 10.1007/978-3-319-65427-0_2

17



18 S. Gutt

Foreword A rather large, though not complete, bibliography is included for those
who want to go beyond this introduction. Some references are directly linked to this
introduction:
- the book [167] by S. Waldmann is an introduction to deformation quantization (in
German);
- concerning Sect. 2.3, the book [82] by B.V. Fedosov presents his construction of
star products along with many of their properties, and introduces index theorems for
deformation quantization on symplectic manifolds;
- extending Sect. 2.4, the expository paper [104], joint with J. Rawnsley, gives an
introduction to Deligne’s Čech cohomology classes, associated to star products on a
symplectic manifold;
- to develop Sect. 2.5, the expository paper [59] by A. Cattaneo and D. Indelicato
introduces formality and star products and the paper [64] by A. Cattaneo, G. Felder
and L. Tomassini gives the globalization of a star product on a Poisson manifold; see
also the original paper by Kontsevich [122];
- Section2.7 is taken from [106]; the reduction presented is a special case of a reduc-
tion procedure introduced by M. Bordemann, C. Herbig and S. Waldmann in [40].
There are many important aspects of deformation quantization which are not
addressed in these notes; some of them are mentioned with corresponding refer-
ences.
Possible connexions with other classes given at the school appear in the text. There is
in Sect. 2.1 a mention of the lectures of Abhay Ashtekar when quantum field theory
is alluded to, and the lectures of Nathan Berkovits are referred to concerning super-
string theory. In Sect. 2.6, one mentions the lectures of Christian Kassel when one
speaks about quantum groups, and in Sect. 2.7 there is again a link to the lectures of
Nathan Berkovits concerning BRST formalism.

2.1 What Do We Mean by Quantization?

Quantum theory provides a description of nature which is more fundamental than
classical theory. It is necessary to describe atomic or subatomic physics (and it is
also needed to describe somemacroscopical phenomena such as superconductors and
superfluids). It incorporates phenomena which can not be accounted for by classical
physics like the quantization of certain physical properties, the uncertainty principle,
etc.

We shall consider here quantum mechanics which provides a non relativistic
description (i.e. the speed is far less than 3 × 108m/s) of a finite number of particles
with a finite number of degrees of freedom.

Remark 2.1 To go beyond this, quantum field theory provides a description which
incorporates higher velocities, for instance to describe a system including photons,
or a system with a varying number of particles; it merges quantum principles and
special relativity. In this realm quantum electrodynamics provides a description of
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electromagnetic interactions, quantum chromodynamics of strong nuclear forces,
electroweak theory of electromagnetic force and weak nuclear forces, and the stan-
dard model of particles unifies the three type of interactions. However, it has been
proven difficult to build quantum theories of gravity (the remaining fundamental
force); string theory is a candidate for such a theory. Quantum field theory on curved
space time is the object of the lectures given by Abhay Ashtekar and an introduction
to superstring theory is given in the lectures of Nathan Berkovits.

By quantization of a classical system, we mean a way to pass from classical to
quantum results. One could wonder why we are interested in quantization, since it
could appear to be an artificial problem, nature being quantum. A first motivation lies
in the difficulty of directly providing a quantum description of a physical system, and
the classical description is often easier to obtain; hence one often uses the classical
description as a starting point to find a quantum description. Furthermore, a given
physical theory remaining validwithin a range ofmeasurements, anymodified theory
should give the same results in the initial range. The description of a system by
classical mechanics is adequate in the macroscopic non relativistic world, for size
much larger than 10−9 m and speed far less than 3 × 108m/s.

Guidelines as how to pass from a classical description to a quantum one are based
on the precepts that there exists a classical limit, and that to any classical observable
there corresponds a quantum one.

2.1.1 Classical Mechanics

Classical mechanics, in its Hamiltonian formulation on the motion space, can be
described in the framework of symplectic manifolds (or more generally Poisson
manifolds). The motion space is in general the quotient of the evolution space by the
motion; it can often be identified with a space of possible initial values for positions
andmomenta. Observables are families f• = { ft | t ∈ R} of smooth functions on that
manifold M . The dynamics is defined in terms of a Hamiltonian H ∈ C∞(M) and
the time evolution of an observable f• is governed by the equation:

d

dt
ft = −{H, ft } .

For instance a particle of mass m moving in R
3 subject to a force F which is the

gradient of a potential F = −∇V , has a position determined by the 3 coordinates
q1, q2, q3 whose evolution in time is governed by Newton’s equations

m
d2qi

dt2
= − ∂V

∂qi
.



20 S. Gutt

Introducing themomenta pi = m dqi

dt , and theHamiltonian H ′ := p2

2m + V with p2 :=
∑3

j=1 p2
j , the motion of the system in the evolution space E := R × T ∗

R
3 with

coordinates (t, q1, q2, q3, p1, p2, p3) is given by the flow of the vector field

∂

∂t
+

3∑

i=1

(
∂H ′

∂pi

∂

∂qi
− ∂H ′

∂qi

∂

∂pi

)

.

Let π = E → E /∼ =: M be the projection on the space of motions (two points in E
being equivalentwhen theybelong to the sameorbit under theflow).The2-formΩ :=∑3

j=1 dp j ∧ dq j − d H ′ ∧ dt on E is the pullback under π of a symplectic form ω

on M . The Hamiltonian H ′ is the pullback of a function H on M . An observable
given by a time independent function f on E (i.e. the pullback by the projection on
the second factor of a function on the phase space T ∗

R
3, that is a function of the

positions and momenta), is now represented by a collection of functions { ft } on the
motion space M , the function ft evaluated at a point m ∈ M being the value of f at
time t in the corresponding motion. Then

d

dt
ft =

3∑

i=1

(
∂H ′

∂pi

∂ f

∂qi
− ∂H ′

∂qi

∂ f

∂pi

)

(t) = −{H, ft } .

An Incursion in Poisson and Symplectic Manifolds

Definition 2.1 A Poisson bracket, defined on the space of complex valued smooth
functions on a manifold M , is a C-bilinear map (u, v) 
→ {u, v} on C∞(M) :=
C

∞(M,C), such that, for any u, v,w ∈ C∞(M):

1. {u, v} = {u, v} (reality)
2. {u, v} = −{v, u} (skew-symmetry);
3. {{u, v},w} + {{v,w}, u} + {{w, u}, v} = 0 (Jacobi’s identity);
4. {u, vw} = {u, v}w + {u,w}v (Leibniz rule).

Exercise 2.1 The Leibniz rule is equivalent to the bracketing with a function u being
a derivation of the associative algebra of smooth functions on M .

Bracketing with a function u is therefore given by a vector field Xu on M , which is
called the Hamiltonian vector field associated to the function u:

{u, v} = Xuv (2.1)

By skew-symmetry, a Poisson bracket is thus given in terms of a contravariant skew-
symmetric 2-tensor P on M , called the Poisson tensor, by

{u, v} = P(du ∧ dv)

⎛

⎝ in local coordinates {u, v} =
m=dim M∑

i, j=1

Pi j ∂u

∂yi

∂v

∂y j

⎞

⎠ .

(2.2)
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Exercise 2.2 The Jacobi identity for the Poisson bracket is equivalent to the vanish-
ing of the Schouten bracket:

[P, P] = 0

(

locally
dim M∑

r=1

(

Pir ∂

∂yr
P jk + P jr ∂

∂yr
Pki + Pkr ∂

∂yr
Pi j

)

= 0

)

.

The Schouten bracket is the extension -as a graded derivation for the exterior product-
of the bracket of vector fields to skew-symmetric contravariant tensor fields; it will
be developed in Sect. 2.5.2.

APoissonmanifold, denoted (M, P), is amanifold M with a Poisson bracket defined
by the Poisson tensor P .

A first example is R
2n with coordinates { qi , pi ; 1 ≤ i ≤ n } and the canonical

Poisson bracket

{u, v} =
n∑

j=1

(
∂u

∂q j

∂v

∂p j
− ∂u

∂p j

∂v

∂q j

)

. (2.3)

More generally, on R
m with coordinates { xi ; 1 ≤ i ≤ m }, any constant real skew-

symmetric contravariant 2-tensor P defines a Poisson structure with Poisson bracket

{u, v} =
m∑

j,k=1

P jk ∂u

∂x j

∂v

∂xk
.

A particular class of Poisson manifolds, essential in classical mechanics, is the
class of symplectic manifolds. If (M, ω) is a symplectic manifold (i.e. ω is a closed
nondegenerate 2-form on M) and if u, v ∈ C∞(M), the Poisson bracket of u and v
is defined by

{u, v} := Xu(v) = ω(Xv, Xu),

where Xu denotes theHamiltonian vector field corresponding to the function u, given
by i(Xu)ω = du.

Exercise 2.3 In coordinates the components of the corresponding Poisson tensor
Pi j form the inverse matrix of the components ωi j of ω. Symplectic manifolds are
exactly Poisson manifolds for which the Poisson tensor is non degenerate at each
point.

Amongst the symplectic manifolds, there is the cotangent bundle T ∗N
π→ N to a

manifold N , endowed with the symplectic form dΘ whereΘ is the Liouville 1-form
on T ∗N :

Θη(X) := η(π∗ X) for any η ∈ T ∗N and X ∈ TηT ∗N .

This appears as the phase space of a classical system with configuration space N .
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Duals of Lie algebras form the class of linear Poisson manifolds. If g is a Lie
algebra then its dual g∗ is endowed with the Poisson tensor P defined by

Pξ (X,Y ) := ξ([X,Y ])

for X,Y ∈ g = (g∗)∗ ∼ (Tξg
∗)∗. If { X1, . . . , Xm } is a basis of g and x j the corre-

sponding linear coordinates on g∗

x j : g∗ → R : ξ 
→ ξ(X j ),

and if ci j
k denote the stucture constants [ Xi , X j ] = ∑

k ci j
k Xk , this bracket writes

{u, v} =
∑

i, j,k

ci j
k xk ∂u

∂xi

∂v

∂x j
. (2.4)

2.1.2 Quantum Mechanics

Quantum mechanics, in its usual Heisenberg formulation, takes place in the frame-
work of Hilbert spaces (states are rays in such a space). Observables are families
A• = {At , t ∈ R} of self-adjoint operators on the Hilbert space. The dynamics is
defined in terms of a Hamiltonian H , which is a self-adjoint operator, and the time
evolution of an observable A• is governed by the equation:

d At

dt
= i

�
[H, At ]

where � is the reduced Planck constant � = h
2π � 10−34 J.s.

A natural suggestion for quantization is a correspondence Q : f 
→ Q( f ) map-
ping a function f to a self-adjoint operator Q( f ) on a Hilbert space H in such a
way that Q(1) = Id and

[Q( f ),Q(g)] = i�Q({ f, g}) + O(�2).

There is no correspondence defined on all smooth functions on M so that

[Q( f ),Q(g)] = i�Q({ f, g}),

when one puts an irreducibility requirement which is necessary not to violate Heisen-
berg’s uncertainty principle. More precisely, Van Hove [165] proved that there is no
irreducible representation of the Heisenberg algebra, viewed as the algebra of con-
stants and linear functions on R

2n endowed with the Poisson braket, which extends
to a representation of the algebra of polynomials on R

2n .
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We shall now describe commonly used quantizations of R
2n endowed with its

canonical Poisson bracket as defined in Eq. (2.3):

in coordinates { qi , pi ; 1 ≤ i ≤ n } {u, v} = ∑n
j=1

(
∂u
∂q j

∂v
∂p j

− ∂u
∂p j

∂v
∂q j

)
.

1. Standard Ordering

The standard ordering yields a bijection Qst between (complex valued) polynomi-
als on R

2n , C[pi , q j ], and the space of differential operators on R
n with polyno-

mial coefficients D(polyn)(R
n). It assigns to the constant function 1, the operator

Qst (1) = Id, to the classical observables qi the quantum operators of multiplication
by qi ,Qst (qi ) := Qi := qi ·, and to pi the differential operators of order 1 involving
derivation with respect to qi , Qst (pi ) := Pi := −i� ∂

∂qi . One has to specify what is

associated to other classical observables given by polynomials in qi and p j since Q j

and Pj no longer commute. For the standard ordering, one defines

Qst (q
1i1

. . . qnin
p j1
1 . . . p jn

n ) := Q1i1
. . . Qnin

P j1
1 . . . P jn

n .

Equivalently, for any f, g ∈ C[pi , q j ] and any φ ∈ C∞(Rn,C):

Qst ( f )φ =
∞∑

r=0

∑

r1+...+rn=r

(�/ i)r

r !
∂r f

∂pr1
1 . . . prn

n |p=0

∂rφ

∂q1r1 . . . qnrn
,

so that the deformed product on C[pi , q j ] corresponding to the composition of
operators in D(polyn)(R

n) via the bijection Qst is given by

f ∗Std g : = Q−1
st (Qst ( f ) ◦ Qst (g))

=
∞∑

r=0

∑

r1+···+rn=r

(�/ i)r

r !
∂r f

∂pr1
1 . . . ∂prn

n

∂r g

∂q1r1 . . . ∂qnrn
. (2.5)

Its classical limit is: f ∗Std g = f g + (�/ i)
∑

j
∂ f
∂ p j

∂g
∂q j + O(�2).

Remark 2.2 Consider the spaceCc(R
n,C) of compactly supported smooth functions

endowed with the Hermitian scalar product

< φ,ψ >:=
∫

φ(q1, . . . , qn)ψ(q1, . . . , qn)dq1 . . . dqn .

Then < φ, Aψ >=< Aφ,ψ > for A = Pi or A = Q j but the property is not true
for all polynomials; for instance, it is not true for the operator associated to the real
function pi qi ; indeed, the adjoint of Qi Pi is Pi Qi = Qi Pi − i� Id. Hence the opera-
torQst (pi qi ) cannot be extended to a self-adjoint operator in the Hilbert completion
L2(Rn, dq) of (Cc(R

n,C),< ., . >) .
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2. Weyl Ordering

TheWeyl ordering is again a bijectionQW eyl between the polynomialsC[pi , q j ] and
the space of differential operators D(polyn)(R

n). It assigns to the constant function 1,
the operator QW eyl(1) = Id, to the classical observables qi the quantum operators
QW eyl(qi ) := Qi := qi · of multiplication by qi , and to pi the differential operators
of order 1 QW eyl(pi ) := Pi and to a polynomial in p′s and q ′s the corresponding
totally symmetrized polynomial in Qi and Pj , e.g.

QW eyl(q
1(p1)2) = 1

3
(Q1(P1)2 + P1Q1P1 + (P1)2Q1).

Exercise 2.4 QW eyl(exp(aq + bp)) = exp(aQ + bP) and Qst (exp(aq + bp)) =
exp aQ exp bP for a, b formal parameters (i.e. when one expands in powers of
a and b the equality is true for any power of a and b); now exp(aQ + bP) =
e

�ab
2i exp aQ exp bP , so that

QW eyl( f ) = Qst (T̃ f )

for T̃ = e
�

2i

∑
j

∂2

∂q j ∂p j . Then the deformed product on C[pi , q j ] corresponding to the
composition of operators in D(polyn)(R

n) via the bijection QW eyl is

f ∗W eyl g : = Q−1
W eyl

(
QW eyl( f ) ◦ QW eyl(g)

) = T̃ −1
(
(T̃ f ) ∗Std (T̃ g)

)
(2.6)

=
∞∑

r=0

r∑

s=0

r !
s!(r − s)! (−1)r−s (�/ i)r

r !
∂r f

∂qs∂pr−s

∂r g

∂ ps∂qr−s

= f.g + �

2i
{ f, g} + O(�2)

(using multi indices or working in dimension 1).

3. Wick Ordering

Set z = q + i p (we present here the complex dimension 1 case; the formulas are
analogous in dimension n with multiindices) and let O(C) be the set of antiholo-
morphic functions on C with hermitian scalar product defined by < φ,ψ >:=
1

2π�

∫
φ(z)ψ(z)e

−|z|2
2� dzdz which may diverge. Let

H := {φ ∈ O(C) | < φ, φ >< ∞}.

The set of polynomials in z is dense in H . The Wick ordering assigns to the con-
stant function 1, the operatorQWick(1) = Id, to the function z the quantum operators
QWick(z) := 2�

∂
∂z , to z the multiplication by z,QWick(z) := z· and to any polyno-

mial
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QWick(z
nzm) := (2�)m zn

(
∂

∂z

)m

i.e.

QWick( f )φ =
∞∑

r=0

(2�)r

r !
∂r f

∂zr |z=0

∂rφ

∂zr ∀ f ∈ C[p, q], φ ∈ C[z].

Exercise 2.5 The deformed product corresponding to the composition of operators
is given by

f ∗Wick g : = Q−1
Wick (QWick( f ) ◦ QWick(g))

=
∞∑

r=0

(2�)r

r !
∂r f

∂zr

∂r g

∂zr = f g + 2�
∂ f

∂z

∂g

∂z
+ O(�2). (2.7)

This Wick product satisfies the hermitian property: f ∗Wick g = g ∗Wick f .
Setting Δ′ := ∂2

∂q2 + ∂2

∂p2 and T̃ ′ := exp �

4Δ
′, one gets

T̃ ′ ( f ∗W eyl g
) = T̃ ′ f ∗Wick T̃ ′g ∀ f, g ∈ C[p, q]. (2.8)

Remark 2.3 Formulas (2.5), (2.6) and (2.7) do not converge in general if we replace
polynomials by smooth functions. To make them well defined, a way to proceed is
to replace the purely imaginary complex number �

i by a formal parameter ν and to
consider formal power series in that parameter. This will lead to the definition of
formal deformation quantization (see next section).

Remark 2.4 Other mathematical formulations of quantization exist, such as
- Geometric Quantisation of Kostant and Souriau [158] which proceeds in two steps.
Prequantization of a symplectic manifold (M, ω)where one builds, if it exists, a pre-
quantum bundle which is a Hermitian line bundle with a connection (L → M, h,∇)

such that the curvature is ω
i� ; ifH denotes theHilbert space of L2 sections of the bun-

dle L , one defines a correspondence Q : C∞(M) → (Op)(H ), with values in oper-
ators acting on H , by Q( f ) := i�∇X f + f . Clearly [Q( f ), Q(g)] = i�Q({ f, g})
and Q(1) = id but there is no irreducibility. In a second step, one introduces the
concept of polarization to “cut down the number of variables”.
- In the case where the symplectic manifold is compact Kähler and admits a prequan-
tization line bundle, one can use the framework of geometric quantization to define
the Toeplitz quantization (see, for instance, [38]) which acts on holomorphic sections
of this line bundle. A function f acts on a holomorphic section s by projecting f s
on the space of holomorphic sections.
- Closely related is Berezin’s quantisation [19, 20] where one builds on a particular
class of Kähler manifolds a family of associative algebras using a symbolic calculus.
Examples of deformation quantization have been constructed using asymptotic
expansions of these quantizations (see, for instance, [38, 51, 117, 147]).
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2.2 Deformation Quantization

Observe that the twomathematical frameworks for classical and quantummechanics
are very different. This makes it difficult to see classical mechanics as a limit of quan-
tum mechanics. Deformation Quantization was introduced by Flato, Lichnerowicz
and Sternheimer in [93], and developed in [15]: they

suggest that quantization be understood as a deformation of the structure of the algebra of
classical observables rather than a radical change in the nature of the observables.

This deformation approach to quantization is part of a “deformation approach” to
the developments of physics which was one of the seminal ideas stressed by Moshe
Flato: one looks at some (new) level of a theory in physics as a deformation of a
former one [92].

One stresses here the fundamental aspect of the space of observables rather than
the set of states; observables behave indeed in a nice way when one deals with
composite systems: both in the classical and in the quantum picture, the space of
observables for combined systems is the tensor product of the spaces of observables.

The algebraic structure of classical observables that one deforms is the algebraic
structure of the space of smooth functions on a Poisson manifold: the associative
structure given by the usual product of functions and the Lie structure given by the
Poisson bracket. Formal deformation quantisation is defined in terms of a star product
which is a formal deformation of that structure.

2.2.1 Definition and Examples of Star Products

Definition 2.2 (Bayen et al. [15]) A star product on a Poisson manifold (M, P)

is a bilinear map

N × N → N [[ν]], (u, v) 
→ u ∗ v = u ∗ν v :=
∑

r≥0

νr Cr (u, v)

where N = C∞(M) [we consider in general complex valued functions] such that

1. when the map is extended ν-linearly (and continuously in the ν-adic topology) to
N [[ν]] × N [[ν]] it is formally associative (u ∗ v) ∗ w = u ∗ (v ∗ w);

2. (a) C0(u, v) = uv, (b) C1(u, v) − C1(v, u) = {u, v} (c) 1 ∗ u = u ∗ 1 = u;
3. the Cr ’s are bidifferential operators on M , i.e. given in any local chart (U, ϕ)with

local coordinates {xi : 1 ≤ i ≤ m = dim M} by

Cr (u, v)|U =
∑

k≤K ,k ′≤K ′

∑

i1,...,ik ; j1,..., jk′

Pi1,...,ik ; j1,..., jk′ ∂ |k|u
∂xi1 . . . ∂xik

∂ |k ′|v
∂x j1 . . . ∂x jk′

(it is then more precisely a differential star product).
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When each Cr is of order maximum r in each argument, one speaks of a natural
star product.
If f ∗ g = g ∗ f for any ν = iλ, λ ∈ /R, the star product is called Hermitian.

If there were a quantization in the usual sense, i.e. a correspondence between func-
tions on the Poisson manifold (M, P) and algebras Ah of operators on a Hilbert
space (depending on a parameter h related to the Plank’s constant), one could look
at the deformed products ∗h of two functions as corresponding to the composition of
the corresponding operators in Ah . One can think of a star product as the expansion
in the parameter h of such deformed products. In particular, one can define the star
products on R

2n (with its canonical Poisson structure) coming from the quantization
of polynomial functions given by the standard, the Weyl and the Wick orderings.

Exercise 2.6 The standard ordering (see Eq. (2.5)) yields:

f ∗st g :=
∞∑

r=0

νr

r !
∑

r1+...+rn=r

∂r f

∂pr1
1 . . . prn

n

∂r g

∂q1r1 . . . qnrn
, (2.9)

the Weyl ordering (see Eq. (2.6)) yields in coordinates {x1 = p1, . . . , xn = pn, xn+1

= q1, . . . x2n = qn}

f ∗weyl g =
∞∑

r=0

νr

r !
∑

i1,...,ir , j1,..., jr

Pi1 j1
0 . . . Pir jr

0

∂r f

∂xi1 ..∂xir

∂r g

∂x j1 ..∂x jr
(2.10)

with P0 =
(
0 −I
I 0

)

, and the Wick ordering (see Eq. (2.7)) yields

f ∗wick g :=
∞∑

r=0

νr
∑

i1,...,ir

(2i)r

r !
∂r f

∂zi1 ..∂zir

∂r g

∂zi1 ..∂zir
(2.11)

Those three star products are natural; the ones corresponding to Weyl and Wick
orderings are Hermitian.

Remark 2.5 A star product can also be defined not on the whole of C∞(M) but on
any subspace N of it which is stable under pointwise multiplication and Poisson
bracket.
In (b) we require the skew-symmetric part ofC1 to be 1

2 { , }; one finds in the literature
other normalisations; originally it was { , } and often it is i

2 { , }; all these amount to
a rescaling of the parameter.
By (b) the centre of the deformed algebra (C∞(M)[[ν]], ∗) consists of series whose
terms Poisson commute with all functions, so elements of R[[ν]] when M is sym-
plectic and connected.
Properties (a) and (b) imply that the star commutator defined by [u, v]∗ = u ∗ v −
v ∗ u, which obviously makes C∞(M)[[ν]] into a Lie algebra, has the form [u, v]∗ =
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ν{u, v} + . . . so that repeated bracketing leads to higher and higher order terms. We
denote ad∗u (v) := [u, v]∗.
Example 2.1 (The Moyal star product) The simplest example of a deformation
quantisation is the Moyal product for a constant Poisson structure P on a vector
space V = R

m :
P =

∑

i, j

Pi j∂i ∧ ∂ j , Pi j = −P ji ∈ R

where ∂i = ∂/∂xi is the partial derivative in the direction of the coordinate xi ,

i = 1, . . . , n. The formula for the (formal) Moyal product associated to P is

(u ∗M(P) v)(z) = exp
(ν

2
Prs∂xr ∂ys

)
(u(x)v(y))

∣
∣
∣
x=y=z

. (2.12)

Associativity of ∗M(P) follows from the fact that

∂t k (u ∗M(P) v)(t) = (∂xk + ∂yk ) exp
(ν

2
Prs∂xr ∂ys

)
(u(x)v(y))

∣
∣
∣
x=y=t

.

Indeed,

((u ∗M(P) v) ∗M(P) w)(x ′) = exp
(ν

2
Prs∂tr ∂zs

)
((u ∗M(P) v)(t)w(z))

∣
∣
∣
t=z=x ′

= exp
(ν

2
Prs(∂xr + ∂yr )∂zs

)
exp

(ν

2
Pr ′s ′

∂xr ′ ∂ys′
)
((u(x)v(y))w(z))

∣
∣
∣
x=y=z=x ′

= exp
(ν

2
Prs(∂xr ∂zs + ∂yr ∂zs + ∂xr ∂ys )

)
((u(x)v(y))w(z))

∣
∣
∣
x=y=z=x ′

= (u ∗M(P) (v ∗M(P) w)(x ′).

The (formal)Moyal product ∗M is the one associated to a non degenerate P onR
2n .

Exercise 2.7 Writing P0 =
(
0 −I
I 0

)

, and using (see Eq. (2.10)), show that

f ∗M g = f ∗weyl g. (2.13)

Definition 2.3 When P is nondegenerate

(

i.e.V = R
2n, P0 =

(
0 −I
I 0

))

, the space

of polynomials in ν whose coefficients are polynomials on V with Moyal product is
called the Weyl algebra (S(V ∗)[ν], ∗M).

Remark 2.6 Moyal star product is the star product (see Eq. (2.13)) coming from
the quantization of polynomials on R

2n with Weyl’s ordering. Moyal used in 1949
the deformed bracket which corresponds to the commutator of operators to study
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quantum statistical mechanics and the Moyal product first appeared in Groenewold
[99].Weyl quantization canbe extendedbeyondpolynomials; heuristically onewould
like to write

“QW eyl(F)” =
(

1

2π

)2n ∫

Rn

∫

Rn

F̂(u, v)ei(uQ+vP)dudv,

where F̂ is the Fourier transform F̂(u, v) = ∫
Rn

∫
Rn F(q, p)e−i(uq+v p)dqdp.

Exercise 2.8 If one develops the above formally, using the fact that on a nice
test function φ, (eiuQφ)(x) = eiu.xφ(x), (eivPφ)(x) = φ(x + �v) and ei(uQ+vP) =
e− i

2 �u.veiuQ ◦ eivP , one gets the formula

(QW eyl(F)(φ))(x) :=
∫

Rn

(∫

Rn

F

(
x + y

2
, 2π�ξ

)

e−2π i(y−x)ξ φ(y)dy

)

dξ ;

which one takes as a definition of QW eyl(F); it is well defined for a test function
φ in the Schwartz space when F satisfies weak regularity bounds (there exists a
constant C > 0 and constants Ci, j > 0, such that ∀i, j ≥ 0 and for all x, p, one has
|∇ i

x∇ i
p F(x, p)| ≤ Ci, j (1 + |x | + |p|)C ).

The above formula coincides with the previous one when F is a polynomial. The
map QW eyl gives an isometry between the space L2(R2n) and the space of Hilbert
Schmidt operators on L2(Rn), associating a self-adjoint operator to a real function.

Exercise 2.9 If F and G are two Schwartz functions, then the composition

QW eyl(F) ◦ QW eyl(G)

is equal toQW eyl(F ×� G) where F ×� G is the function defined by

(F ×� G)(u) :=
(

1

π�

)2n ∫

R2n

∫

R2n

e
2i
�
Ω(v,w)F(u + v)G(u + w)dvdw (2.14)

=
(

1

π�

)2n ∫

R2n

∫

R2n

e
2i
�
(Ω(u,v)+Ω(v,w)+Ω(w,u))F(v)G(w)dvdw. (2.15)

with Ω =
(

0 I
−I 0

)

.

The result is a Schwartz function; hence×� gives an associative product on the space
of Schwartz functions, called the convergentMoyal star product. The (formal)Moyal
star product introduced before can be seen as an asymptoptic expansion in ν = �/ i
of this composition law.

Example 2.2 (The standard *-product on g∗) Let g∗ be the dual of a Lie algebra g.
The algebra of polynomials on g∗ is identified with the symmetric algebra S(g). One
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defines a new associative law on this algebra by a transfer of the product ◦ in the
universal enveloping algebra U (g), via the bijection between S(g) and U (g) given
by the total symmetrization σ :

σ : S(g) → U (g) X1 . . . Xk 
→ 1

k!
∑

ρ∈Sk

Xρ(1) ◦ · · · ◦ Xρ(k).

Then U (g) = ⊕n≥0Un where Un := σ(Sn(g)) and we decompose an element u ∈
U (g) accordingly u = ∑

un . We define for P ∈ S p(g) and Q ∈ Sq(g)

P ∗ Q =
∑

n≥0

(ν)nσ−1((σ (P) ◦ σ(Q))p+q−n). (2.16)

This yields a differential star product on g∗ [102]; it is characterised by

X ∗ (X1 . . . Xk) = X X1 . . . Xk +
k∑

j=1

(−1) j

j ! ν j B j[[[X, Xr1 ], . . . ], Xr j ]X1 . . . X̂r1 . . . X̂r j . . . Xk

where B j are the Bernouilli numbers. For ν = 2π i , this star product writes [79]:

u ∗ v(ξ) =
∫

g×g

û(X)v̂(Y )e2iπ〈ξ,C B H(X,Y )〉d XdY

where û(X) = ∫
g∗ u(η)e−2iπ〈η,X〉 and where CBH denotes Campbell-Baker-

Hausdorff formula for the product of elements in the group in a logarithmic chart
(exp X exp Y = expC B H(X,Y ) ∀X,Y ∈ g).

Remark 2.7 The standard star product on g∗ does not always restrict to orbits (except
for the Heisenberg group) so other algebraic constructions of star products on S(g)
were considered (for instance in [9, 10, 50, 90]). When g is semisimple, if H is
the space of harmonic polynomials and if I1, . . . Ir are generators of the space of
invariant polynomials, then any polynomial P ∈ S(g)writes uniquely as a sum P =∑

a1...ar
I a1
1 . . . I ar

r ha1...ar where ha1...ar ∈ H . One considers the linear isomorphism
σ ′ between S(g) and U (g) induced by this decomposition

σ ′(P) =
∑

a1...ar

(σ (I1)◦)a1 . . . (σ (Ir )◦)ar ◦ σ(ha1...ar ).

The associative composition law in U (g), pulled back by this isomorphism σ ′, gives
a star product on S(g)which is not defined by differential operators. With Cahen and
Rawnsley, we proved [56] that if g is semisimple, there is no differential star product
on any neighbourhood of 0 in g∗ such that C ∗ u = Cu for the quadratic invariant
polynomial C ∈ S(g) and all u ∈ S(g) (thus no differential star product which is
tangential to the orbits).
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2.2.2 Existence of Star Products

In 1983, De Wilde and Lecomte proved [68] that on any symplectic manifold there
exists a differential star product. Their technique works to prove the existence of a
differential star product on a regular Poisson manifold [129]. In 1985, but appearing
only in the West in the nineties [83], Fedosov gave a recursive construction of a star
product on a symplectic manifold (M, ω). In 1994, he extended this result to give a
recursive construction in the context of regular Poissonmanifold [82]. Independently,
also using the framework of Weyl bundles, Omori, Maeda and Yoshioka [140] gave
an other proof of existence of a differential star product on a symplectic manifold,
gluing local Moyal star products.

In 1997, Kontsevich [122] gave a proof of the existence of a star product on any
Poisson manifold and gave an explicit formula for a star product for any Poisson
structure on V = R

m . This appeared as a consequence of the proof of his formality
theorem. Tamarkin [162] gave a version of the proof in the framework of the theory
of operads.

2.2.3 The Notion of States

The star product model gives a quantization model for the algebra of observables,
so here an algebra over formal power series C[[ν]]. In the usual presentation of
quantum mechanics, observables are operators on a Hilbert and states are rays in
that Hilbert space. Model algebras of quantum observables are complex algebras
of bounded linear operators on a complex Hilbert space. These are prototypes of
C∗-algebras. Recall that a C∗-algebra is a Banach algebra over C endowed with a
∗ involution (i.e. an involutive semilinear antiautomorphism) such that ‖a‖ = ‖a∗‖
and ‖aa∗‖ = ‖a‖2 for each element a in the algebra. Recall that if A = B(H )

is the algebra of bounded linear operators on a Hilbert space H and if ψ is a non
vanishing element of H , the ray it generates defines the linear functional

ω : A → C : A 
→ ω(A) := 〈ψ, Aψ〉
〈ψ,ψ〉

which is positive in the sense thatω(A∗ A) ≥ 0. This lead to define a state in the theory
of C∗ algebras as a positive linear functional. Bordemann, Römer and Waldmann
[39] give the following intrinsic description of the notion of states for formal star
products, generalizing the notion of a state to the framework of ∗-algebras.
Definition 2.4 (1) An associative commutative unital ring R is said to be ordered
with positive elements P if the product of two elements in P is in P , the sum of two
elements in P is in P , and R is the disjoint union R = P ∪ {0} ∪ −P .(Examples are
given by Z,Q,R,R[[λ]]; in the case of R[[λ]], a series a = ∑∞

r=r0
arλ

r is positive
if its lowest order non vanishing term is positive (ar0 > 0).)
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Let C = R(i) be the ring extension by a square root i of −1 of an ordered ring.
For instance C = C for R = R or, for our use here in deformation quantization,
C = C[[λ]] for R = R[[λ]] with ν = iλ.

(2) An associative algebra A over C is called a ∗-algebra if it has an involutive
antilinear antiautomorphism ∗ : A → A called the ∗-involution. (Examples: any
C∗ algebra is a ∗-algebra over C, in particular the ∗-algebra over C of bounded
linear operators on a Hilbert space with the involution given by taking the adjoint;
also the deformed algebra (C∞(M)[[ν = iλ]], ∗) with a Hermitian star product and
conjugaison is a ∗-algebra over C[[λ]]).

(3) A linear functional ω : A → C over a ∗-algebra over C is called positive if

ω(A∗ A) ≥ 0 for any A ∈ A .

(4) A state for a ∗-algebra A with unit over C is a positive linear functional
which satisfies ω(1) = 1.

Remark 2.8 The positive linear functionals on C∞(M) are the compactly supported
Borel measures.

The δ-functional on R
2n is not positive with respect to the Moyal star product: if

H := 1
2m p2 + kq2,

(
H ∗Moyal H

)
(0, 0) = kν2

2m = −kλ2

2m < 0.
Bursztyn and Waldmann prove in [45] that for a Hermitian star product, any

classical state ω0 on C∞(M) can be deformed into a state for the deformed algebra,
ω = ∑∞

r=0 λ
rωr .

2.3 Fedosov’s Star Products on a Symplectic Manifold

Fedosov gives a construction [83] of a star product on a symplectic manifold (M, ω),
when one has chosen a symplectic connection and a sequence of closed 2-forms on
M . One obtains the star product by identifying the spaceC∞(M)[[ν]]with an algebra
of flat sections of an associative algebra bundle, the so-called Weyl bundle, endowed
with a flat connection.

2.3.1 The Weyl Bundle

Let (V,Ω) be a symplectic vector space and consider the space of polynomials in ν
whose coefficients are polynomials on V with Moyal star product; this is the Weyl
algebra S(V ∗)[ν].
Exercise 2.10 Show that the Weyl algebra S(V ∗)[ν] is isomorphic to the universal
enveloping algebraU (h)of theHeisenbergLie algebrah = V ∗⊕ RνwithLie bracket

[
yi , y j

] = (Ω−1)i jν.
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Indeed both are associative algebras generated by V ∗ and ν and the map sending an
element of V ∗ ⊂ h to the corresponding element in V ∗ ⊂ S(V ∗) viewed as a linear
function onV andmapping ν ∈ hon ν ∈ R[ν] ⊂ S(V ∗)[ν] satisfies: ξ ∗M ξ ′ − ξ ′ ∗M

ξ = [ξ, ξ ′] for all ξ, ξ ′ ∈ h so extends to a morphism of associative algebras.
There is a grading on U (h) assigning the degree 1 to the yi ’s and the degree 2 to

the element ν. The formal Weyl algebra W is the completion in that grading of the
above algebra. An element of the formal Weyl algebra is of the form

a(y, ν) =
∞∑

m=0

(
∑

2k+l=m

ak,i1,...,ilν
k yi1 . . . yil

)

.

The product in U (h) is given by the Moyal star product

(a ◦ b)(y, ν) =
(

exp

(
ν

2
(Ω−1)i j ∂

∂yi

∂

∂z j

)

a(y, ν)b(z, ν)

)∣
∣
∣
∣

y=z

and the same formula also defines the product in W .

Definition 2.5 The symplectic group Sp(V,Ω) of the symplectic vector space
(V,Ω) consists of all invertible linear transformations A of V with Ω(Au, Av) =
Ω(u, v), for all u, v ∈ V . Sp(V,Ω) acts as automorphisms of h by A · f = f ◦ A−1

for f ∈ V ∗ and A · ν = 0. This action extends to bothU (h) and W and on the latter is
denoted by ρ. It satisfies ρ(A)(a ◦ b) = ρ(A)(a) ◦ ρ(A)(b).
Explicitely: ρ(A)(

∑
2k+l=m ak,i1,...,ilν

k yi1 . . . yil ) = ∑
2k+l=m ak,i1,...,ilν

k(A−1)
i1
j1
. . .

(A−1)
il
jl

y j1 . . . y jl .

To any element B in the Lie algebra sp(V,Ω) of the symplectic group, we asso-
ciate the quadratic element B in W defined by

B = 1

2

∑

i jr

Ωri Br
j yi y j .

This is an identification since the condition to be in sp(V,Ω) is that
∑

r Ωri Br
j is

symmetric in i and j .

Exercise 2.11 Show that the natural action ρ∗(B) is given by:

ρ∗(B)yl = −1

ν
[B, yl ]

where [a, b] := (a ◦ b) − (b ◦ a) for any a, b ∈ W .

Since both sides act as derivations this extends to all of W as

ρ∗(B)a = −1

ν
[B, a]. (2.17)
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Definition 2.6 If (M, ω) is a symplectic manifold, we can form its bundle F(M)

of symplectic frames. A symplectic frame at the point x ∈ M is a linear symplectic
isomorphism ξx : (V,Ω) → (Tx M, ωx ). The bundle F(M) is a principal Sp(V,Ω)-
bundle over M (the action on the right of an element A ∈ Sp(V,Ω) on a frame ξx

is given by ξx ◦ A).
The associated bundle W = F(M) ×Sp(V,Ω),ρ W is a bundle of algebras on M

called the bundle of formal Weyl algebras, or, more simply, the Weyl bundle. Its
sections are formal series

a(x, y, ν) =
∑

2k+l≥0

νkak,i1,...,il (x)yi1 · · · yil (2.18)

where the coefficients ak,i1,...,il define (in the i ′s) symmetric covariant l–tensor fields
on M . So W � ⊕pC ⊗ S p(T ∗M)[[ν]]. We denote by Γ (W ) the space of those
sections. The pointwise product of two sections makes Γ (W ) into an algebra, and
the multiplication has the form

(a ◦ b)(x, y, ν) =
(

exp

(
ν

2
Pi j ∂

∂yi

∂

∂z j

)

a(x, y, ν)b(x, z, ν)

)∣
∣
∣
∣

y=z

, (2.19)

where P is the Poisson tensor associated to the symplectic structure (thus
∑

j Pi j

ω jk = δi
k). The center of this algebra coincide with C∞(M)[[ν]].

2.3.2 Flat Connections on the Weyl Bundle

Let (M, ω) be a symplecticmanifold.A symplectic connection on M is a connection
∇ on T M which is torsion-free and satisfies∇Xω = 0. Such connections always exist
but, unlike the Riemannian case, are not unique.

Exercise 2.12 To see the existence, take any torsion-free connection∇′ and define S
by ω(S(X,Y ), Z) = 1

3

(
(∇′

Xω)(Y, Z) + (∇′
Yω)(X, Z)

)
. Check that ∇X Y = ∇′

X Y +
S(X,Y ) defines a symplectic connection.

Remark 2.9 ([105]) Any natural star product ∗ = ∑
r≥0 Cr on a symplecticmanifold

defines a unique symplectic connection ∇ such that
C1(u, v) = 1

2 {u, v} + [{u, Ev} + {Eu, v} − E({u, v})]
with E a differential operator of order 2 and

C2(u, v) + C2(v, u) = 1
4 Pi j Pi ′ j ′ ∇2

i i ′u ∇2
j j ′v + ((ad E)2 m)(u, v) + A2(u, v)

with ((ad E)2 m)(u, v)=E2(uv) + 2Eu.Ev − E2u.v − u.E2v − 2E(Eu.v +u.Ev)
and A2 a differential operator of order 1 in each argument.

A symplectic connection defines a connection 1-form in the symplectic frame bundle
and so a connection in all associated bundles (i.e. a covariant derivative of sections);
we denote by ∂ the connection in W . For any vector field X on M , the covariant
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derivative ∂X is a derivation of the algebra Γ (W ). We consider W -valued q-forms
on M to express the connection and its curvature; these are sections of the bundle
W ⊗ Λq T ∗M � C ⊗ (⊕p S p(T ∗M) ⊗ Λq(T ∗M))[[ν]] and locally have the form

∑

2k+p≥0

νkak,i1,...,il , j1,..., jq (x)yi1 . . . yi p dx j1 ∧ · · · ∧ dx jq

where the coefficients, symmetric in i1, . . . , i p and anti-symmetric in j1, . . . , jq , are
covariant tensors. Such sections can be multiplied using the product inW and simul-
taneously exterior multiplication a ⊗ ω ◦ b ⊗ ω′ = (a ◦ b) ⊗ (ω ∧ ω′). The space
of W -valued forms Γ (W ⊗ Λ∗) is then a graded Lie algebra with respect to the
bracket

[s, s ′] = s ◦ s ′ − (−1)q1q2s ′ ◦ s for si ∈ Γ (W ⊗ Λqi ).

The connection ∂ in W is given by

∂ : Γ (W ) → Γ (W ⊗ Λ1) ∂a = da − 1

ν
[Γ , a] with Γ = 1

2

∑

i jkr

ωkiΓ
k

r j yi y j dxr ,

where Γ i
kl are the Christoffel symbols of ∇ in T M (which define an element of the

symplectic Lie algebra with respect to the il indices). As usual, the connection ∂ in
W extends to a covariant exterior derivative on Γ (W ⊗ Λ∗), also denoted by ∂ , by
using the Leibnitz rule:

∂(a ⊗ ω) = ∂(a) ∧ ω + a ⊗ dω.

The curvature of ∂ is then given by ∂◦∂ which is a 2-form with values in End(W ).

Exercise 2.13 The curvature of ∂ admits a simple expression in terms of the curva-
ture R of the symplectic connection ∇:

∂ ◦ ∂ a = 1

ν
[R, a] where R = 1

4

∑

i jklr

ωrl Rl
i jk yr yk dxi ∧ dx j . (2.20)

The idea is to try to modify ∂ to have zero curvature. In order to do so we use a
further technical tool, coming from Koszul’s long exact sequence. Given any finite
dimensional vector space V ′, the Koszul long exact sequence is:

0 → Sq (V ′) δ′→V ′ ⊗ Sq−1(V ′) δ′→Λ2V ′ ⊗ Sq−2(V ′) δ′→ · · · δ′→Λq−1(V ′) ⊗ V ′ δ′→Λq (V ′) −→ 0

where δ′ is the skew-symmetrisation operator:

δ′(v1 ∧ . . . ∧ vq ⊗ w1 . . .wp) =
p∑

i=1

v1 ∧ . . . ∧ vq ∧ wi ⊗ w1 . . .wi−1wi+1 . . .wp.
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The symmetrisation operator reads:

s(v1 ∧ . . . ∧ vq ⊗ w1 . . .wp)

q∑

i=1

(−1)q−i v1 ∧ . . . vi−1 ∧ vi+1 . . . ∧ vq ⊗ vi · w1 . . .wp.

They satisfy (δ′)2 = 0, s2 = 0, (δ′ ◦ s + s ◦ δ′)|Λq V ′⊗S p (V ′) = (p + q) Id .
For any a ∈ Γ (W ⊗ Λq), we write

a =
∑

p≥0,q≥0

apq =
∑

2k+p≥0,q≥0

νkak,i1,...,i p, j1,..., jq yi1 . . . yi p dx j1 ∧ . . . ∧ dx jq ;

in particular a00 = ∑
k ν

kak with ak ∈ C∞(M); and we define

δ(a) :=
∑

k

dxk ∧ ∂a

∂yk
, δ∼1(apq) :=

{
1

p+q

∑
k yki( ∂

∂xk )apq if p + q > 0;
0 if p + q = 0.

(2.21)

Exercise 2.14 Show that

δ2 = 0, (δ∼1)2 = 0, (δ ◦ δ∼1 + δ∼1 ◦ δ)(a) = a − a00;

and that δ can be written in terms of the algebra structure by

δ(a) = 1

ν

⎡

⎣
∑

i j

−ωi j yi dx j , a

⎤

⎦ ,

hence δ is a graded derivation of Γ (W ⊗ Λ∗). Verify that ∂δ + δ∂ = 0.

We now look for a connection D on W , so that DX is a derivation af the algebra
Γ (W ) for any vectorfield X on M , and so that D is flat in the sense that D ◦ D = 0.
Such a connection can be written as a sum of ∂ and a End(W )-valued 1-form. The
latter is taken in a particular form:

Da = ∂a − δ(a) − 1

ν
[r, a]. (2.22)

Exercise 2.15 Show that

D◦ Da = 1

ν

[

R − ∂r + δr + 1

2ν
[r, r ], a

]

with R defined by (2.20), and that [r, r ] = 2r ◦ r .

The connection D is flat provided the first term in the bracket is a central 2-form.
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Theorem 2.1 (Fedosov [83]) For any given series of closed 2-forms on M, Ω̃ =∑
i≥1 ν

iωi , the equation

δr = −R + ∂r − 1

ν
r2 + Ω̃ (2.23)

has a unique solution r ∈ Γ (W ⊗ Λ1) satisfying the normalization condition
δ∼1 r = 0 and such that the W -degree of the leading term of r is at least 3.

Proof Weapply δ∼1 to the Eq. (2.23) using the fact that r is a 1-form and thus r00 = 0.
Then r , if it exists, must satisfy

r = δ∼1δr = −δ∼1R + δ∼1∂r − 1

ν
δ∼1r2 + δ−1Ω̃. (2.24)

Two solutions of this equationwill have a differencewhich satisfies the same equation
but without the R term and the Ω̃ term. If the first non-zero term of the difference has
finite degreem, then the leading termof δ∼1∂r has degreem + 1 and of δ∼1(r2/h) has
degree 2m − 1. Since both of these are larger than m for m ≥ 2, such a term cannot
exist so the difference must be zero. Hence the solution is unique. Existence is very
similar.Weobserve that the above argument shows that theEq. (2.24) for r determines
the homogeneous components of r recursively. So it is enough to show that such a
solution satisfies both conditions of the theorem. Obviously δ∼1r = 0 . Let A =
δr + R − ∂r + 1

ν
r2 − Ω̃ ∈ Γ (W ⊗ Λ2). Then δ∼1A = δ∼1δr + δ∼1(R − ∂r +

1
ν
r2 − Ω̃) = r − r = 0. Also D A = ∂A − δA − 1

ν
[r, A] = 0. We can now apply a

similar argument to that which proved uniqueness. Since A00 = 0, δ∼1A = 0 and
D A = 0 we have A = δ∼1δA = δ∼1(∂A − 1

ν
[r, A]) and recursively we can see that

each homogeneous component of A must vanish, which shows that (2.23) holds and
the theorem is proved. �

Carrying out the recursion (2.24) to determine r explicitly, one easily sees [21] that:
rm only depends on ωi for 2i + 1 ≤ m and the first term in r which involves ωk is:

r2k+1 = δ−1(νkωk) + r̃2k+1 (2.25)

where the last term does not involve ωk .

2.3.3 Fedosov’s Star Products

Given a series of closed 2-forms on M , Ω̃ = ∑
i≥1 hiωi , we consider the flat connec-

tion D on the Weyl bundle constructed as above, corresponding to r in Γ (W ⊗ Λ1)

given inductively by (2.24). Since DX acts as a derivation of the pointwise multi-
plication of sections, the space WD of flat sections is a subalgebra of the space of
sections of W :

WD = {a ∈ Γ (W )|Da = 0}.
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Theorem 2.2 ([83]) For any a◦ ∈ C∞(M)[[ν]] there is a unique a ∈ WD such that
a(x, 0, ν) = a◦(x, ν).

Proof This is very much like the above argument. We have Da = 0 ⇔ δa = ∂a −
1
ν
[r, a]. Since a is a 0-form, δ∼1a = 0; we apply δ∼1 and get:

a = δ∼1δa + a◦ = δ∼1

(

∂a − 1

ν
[r, a]

)

+ a◦. (2.26)

We solve this equation recursively for a, so a(x, 0, ν) = a◦(x, ν). The fact that
A = Da vanishes follows as before by showing that δ∼1A = 0 and D A = D2a = 0.
The uniqueness of the element a follows by an induction argument for the difference
of two solutions.

Definition 2.7 Define the symbol map σ : Γ (W ) → C∞(M)[[ν]], by

σ(a) = a(x, 0, ν). (2.27)

Theorem 2.2 tells us that σ is a linear isomorphism when restricted toWD; it is used
to transport the algebra structure of WD to C∞(M)[[ν]].

a ∗ b := σ(σ−1(a) ◦ σ−1(b)), a, b ∈ C∞(M)[[ν]]. (2.28)

Exercise 2.16 Check that this defines a ∗-product on C∞(M). If the curvature of ∇
vanishes and Ω̃ = 0, show that one gets back the Moyal ∗-product.
This ∗-product is called the Fedosov star product; its construction depends only
on the choice of a symplectic connection ∇ and the choice of a series Ω̃ of
closed 2-forms on M so can be denoted ∗∇,Ω̃ . The Fedosov star product ∗∇,Ω̃

is natural and the connection associated to it (see Remark 2.9) is ∇. Writing
u ∗∇,Ω̃ v = ∑

i≥0 ν
r C∇,Ω̃

r (u, v), we have [21] that, for any r , C∇,Ω̃
r only depends

on ωi for i < r and

C∇Ω̃
r+1(u, v) = ωr (Xu, Xv) + C̃r+1(u, v) (2.29)

where the last term does not depend on ωr .

2.4 Classification of Poisson Deformations and Star
Products

2.4.1 Hochschild Cohomology

Star products on a manifold M are examples of deformations -in the sense of
Gerstenhaber [98]- of associative algebras. Their study uses the Hochschild coho-
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mology [111] of the algebra, hereC∞(M), where p-cochains are p-linear maps from
(C∞(M))p to C∞(M) and where the Hochschild coboundary operator maps the
p-cochain C to the p + 1-cochain

(∂C)(u0, . . . , u p) = u0C(u1, . . . , u p) +
p∑

r=1

(−1)r C(u0, . . . , ur−1ur , . . . , u p)

+ (−1)p+1C(u0, . . . , u p−1)u p.

For differential star products, we consider differential cochains, i.e. given by differ-
ential operators on each argument.

Exercise 2.17 The associativity condition for a star product at order k in the para-
meter ν reads

(∂Ck)(u, v,w) =
∑

r+s=k,r,s>0

( Cr (Cs(u, v),w) − Cr (u,Cs(v,w)) ) .

If one has cochains C j , j < k such that the star product they define is associative to
order k − 1, then the right hand side above is a cocycle (∂(RHS)= 0) and one can
extend the star product to order k if it is a coboundary (RHS= ∂(Ck)).

Theorem 2.3 (Vey [166])Every differential p-cocycle C on a manifold M is the sum
of the coboundary of a differential (p-1)-cochain and a 1-differential skew-symmetric
p-cocycle A:

C = ∂B + A. (2.30)

In particular, a cocycle is a coboundary if and only if its total skew-symmetri–zation,
which is automatically 1-differential in each argument, vanishes. Also

H p
diff(C

∞(M),C∞(M)) = Γ (ΛpT M).

Furthermore [53],given a connection ∇ on M, B can be defined from C by universal
formulas.

By universal, we mean the following: any p-differential operator D of order maxi-
mum k in each argument can be written

D(u1, . . . , u p) =
∑

|α1|<k...|αp |<k

D
α1...αp

|α1|,...,|αp |∇α1u1 . . .∇αp u p (2.31)

where α’s are multiindices, D|α1|,...,|αp | are tensors (symmetric in each of the p

groups of indices) and ∇αu = (∇ . . . (∇u))
(

∂

∂xi1
, . . . , ∂

∂xiq

)
when α = (i1, . . . , iq).

We claim that there is a B such that the tensors defining B are universally defined as
linear combinations of the tensors defining C , universally meaning in a way which
is independent of the form of C . An elementary proof of the above theorem can be
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found in [104]. Note that requiring differentiability of the cochains is essentially the
same as requiring them to be local [54], local meaning that Cr (u, v)(x) = 0 as soon
as u (or v) vanishes in a neighborhood of x .

2.4.2 Equivalence of Star Products

Definition 2.8 Two star products ∗ and ∗′ on (M, P) are said to be equivalent if
there is a series T = Id+∑∞

r=1 ν
r Tr of linear operators Tr on C∞(M), such that

T ( f ∗ g) = T f ∗′ T g. We then write ∗′ = T · ∗. (2.32)

One can write T = exp A where A is a series of linear operators on C∞(M).
The Tr automatically vanish on constants since 1 is a unit for ∗ and for ∗′. Using

linear operators which do not necessarily vanish on constants, one can pass from any
associative deformation of the product of functions on a Poisson manifold (M, P)

to another such deformation with 1 being a unit.

Exercise 2.18 Show that, on R
2n , the Wick, the Standard and Moyal star products

are all equivalent, in view of Eqs. (2.6) and (2.8); for instance, ∗Wick = T ′ · ∗W eyl for

T ′ = exp iν
4

(
∂2

∂q2 + ∂2

∂p2

)
.

Proposition 2.1 (Lichnerowicz [126], Deligne [72]) If ∗ and ∗′ are differential star
products and T (u) = u +∑r≥1 ν

r Tr (u) is an equivalence so that ∗′ = T · ∗, then
the Tr are differential operators.

Proof If T = Id+νk Tk + · · · , then ∂Tk = C ′
k − Ck is differential, so C ′

k − Ck is a
differential 2-cocycle with vanishing skew-symmetric part. Thus, using Vey’s for-
mula, it is the coboundary of a differential 1-cochain E and Tk − E , being a 1-cocycle,
is a vector field, hence Tk is differential. One then proceeds by induction, considering
T ′ = (Id+νk Tk)

−1 ◦ T = Id+νk+1T ′
k+1 + · · · and the two differential star products

∗ and∗′′, where∗′′ = (Id+νk Tk)
−1 · ∗′, which are differential and equivalent through

T ′ (∗′′ = T ′ · ∗).
A differential star product is equivalent to one with linear term in ν given by 1

2 {u, v}.
Indeed C1(u, v) is a Hochschild cocycle with antisymmetric part given by 1

2 {u, v} so
C1 = 1

2 P + ∂B for a differential 1-cochain B. If T (u) := u + νB(u) then ∗′ = T · ∗
has the required form.

Proposition 2.2 ([128]) Let ∗ and ∗′ be two differential star products on (M, ω)

and suppose that H 2(M; R) = 0. Then there exists a series T = Id+∑k≥1 ν
k Tk on

C∞(M)[[ν]] such that ∗′ = T · ∗.

Proof Let us suppose that, modulo some equivalence, the two star products ∗
and ∗′ coincide up to order k. Then associativity at order k shows that Ck − C ′

k
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is a Hochschild 2-cocycle and so by (2.3) can be written as (Ck − C ′
k)(u, v) =

(∂B)(u, v) + A(Xu, Xv) for a 2-form A. The total skew-symmetrization of the asso-
ciativity relation at order k + 1 shows that A is a closed 2-form. Since the second
cohomology vanishes, A is exact, A = d F . Transforming by the equivalence defined
by T u = u + νk−12F(Xu), we can assume that the skew-symmetric part of Ck − C ′

k
vanishes. Then Ck − C ′

k = ∂B where B is a differential operator. Using the equiva-
lence defined by T = I + νk B we can assume that the star products coincide,modulo
an equivalence, up to order k + 1 and the result follows from induction.

In 1994, Fedosov proved the recursive construction explained in Sect. 2.3 and showed
that two star products constructed with cohomologous series of 2-forms are equiva-
lent. Following an induction reasoning as above, and using formula (2.29), it is easy
[21] to show that any differential star product on a symplectic manifold (M, ω) is
equivalent to a Fedosov star product. Hence the equivalence classes of star prod-
ucts on a symplectic manifold are parametrised by elements in H 2(M; R)[[ν]]. This
parametrization is also proven by Nest and Tsygan [135], and Deligne [72].

Definition 2.9 APoissondeformation of the Poisson bracket on aPoissonmanifold
(M, P) is a Lie algebra deformation of (C∞(M), { , }) which is a derivation in each
argument, i.e. of the form

{u, v}ν = Pν(du, dv) (2.33)

where Pν = P +∑ νk Pk is a series of skew-symmetric contravariant 2-tensors on
M (such that [Pν, Pν] = 0). Two Poisson deformations Pν and P ′

ν of the Poisson
bracket P on a Poisson manifold (M, P) are equivalent if there exists a formal path
in the diffeomorphism group of M , starting at the identity, i.e. a series

T = exp D = Id+
∑

j

1

j ! D j for D =
∑

r≥1

νr Dr , (2.34)

where the Dr are vector fields on M , such that

T {u, v}ν = {T u, T v}′ν (2.35)

where {u, v}ν = Pν(du, dv) and {u, v}′ν = P ′
ν(du, dv).

Flato, Lichnerowicz and Sternheimer studied in [93] 1-differential deformations
of the Poisson bracket on symplectic manifolds; one gets.

Proposition 2.3 On a symplectic manifold (M, ω), the equivalence classes of Pois-
son deformations of the Poisson bracket P are parametrised by H 2(M; R)[[ν]].
One first shows by induction that any Poisson deformation Pν of the Poisson
bracket P on a symplectic manifold (M, ω) is of the form PΩ for a series Ω =
ω +∑k≥1 ν

kωk where theωk are closed 2-forms, and PΩ(du, dv) = −Ω(XΩ
u , XΩ

v )

where XΩ
u = Xu + ν(. . . ) ∈ Γ (T M)[[ν]] is the element defined by i(XΩ

u )Ω = du.
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One then shows that two Poisson deformations PΩ and PΩ ′
are equivalent if and

only if ωk and ω′
k are cohomologous for all k ≥ 1. In fact

T PΩ(du, dv) = PΩ ′
(d(T u), d(T v))

with T = exp D for D = ∑
r≥1 ν

r Dr iff Ω ′ = exp(LD)Ω so iff Ω ′ − Ω = dα for
α = ∑

k>0 ν
kαk with

dα = (exp(LD) − Id)Ω = d

(
∑

k≥0

1

(k + 1)! i(D)(LD)
kΩ

)

.

In 1997, Kontsevich proved that the coincidence of the set of equivalence classes
of star products and Poisson deformations is true for general Poisson manifolds:

Theorem 2.4 ([122]) The set of equivalence classes of differential star products on
a Poisson manifold (M, P) can be naturally identified with the set of equivalence
classes of Poisson deformations of P.

Parametrization of equivalence classes of special star products are known; in partic-
ular for star products on pseudo Kähler manifolds with “separation of variables” (i.e.
such that f ∗ u = f u and u ∗ g = u whenever f is holomorphic or g antiholomor-
phic), Karabegov [115] showed that one has even a parametrization of all such star
products by series of closed (1, 1)-forms.

Remark 2.10 Although the definition of equivalence is mathematically beautiful, it
has drawbacks; a given classical polynomial function on R

2n , when quantized rela-
tively to two different orderings, does not lead to operators with the same spectrum.
Hence equivalence is too broad to give isospectrality for a given classical observable
(provided one could define a good notion of spectrum!). On the other hand, if one con-
siders the whole deformed algebras, one likes to know when two deformed algebras
have equivalent sets of representations. This enters the realm of Morita equivalence.
The theory of representations of ∗-algebras (in the sense of Definition 2.4) is intro-
duced by Bordemann and Waldmann in [37, 168] extending classical constructions
existing for C∗-algebras; the Morita equivalence of star products is studied in [47–
49].

Remark 2.11 Deligne [72] defines cohomological classes associated to differential
star products on a symplectic manifold and this leads to an intrinsic way to define a
characteristic class c(∗) of a star product ∗, which parametrizes its equivalence class;
themethods do not extend to general Poissonmanifolds.A selfcontained presentation
of these classes is given in [104]. This allows to characterize isomorphisms in the
following way: two differential star products ∗ on (M, ω) and ∗′ on (M ′, ω′) are
isomorphic if and only if there exist f (ν) = ∑

r≥1 ν
r fr ∈ R[[ν]] with f1 �= 0 and

ψ : M ′ → M , a symplectomorphism, such that (ψ−1)∗c(∗′)( f (ν)) = c(∗)(ν). In
particular [101]: if H 2(M; R) = R[ω] then there is only one star product up to
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equivalence and change of parameter. A symplectomorphism ψ of a symplectic
manifold can be extended to a ν-linear automorphism of a given differential star
product on (M, ω) if and only if (ψ)∗c(∗) = c(∗). Notice that this is always the case
if ψ can be connected to the identity by a path of symplectomorphisms (and this
result is in Fedosov [82]). Homomorphisms of star products have been studied by
Bordemann in [36].

2.5 Star Products on Poisson Manifolds and Formality

Kontsevich proved that the set of equivalence classes of star products is in bijection
with the set of equivalence classes of formal Poisson structures on a general Poisson
manifold in [122], as a consequence of his formality theorem. A differential star
product on M is defined by a series of bidifferential operators satisfying some iden-
tities; a formal Poisson structure on a manifold M is defined by a series of bivector
fields (i.e. contravariant skew-symmetric 2-tensors) P satisfying certain properties;
to describe a correspondence between these objects, one considers algebras they
belong to.

Definition 2.10 A graded Lie algebra is a Z-graded vector space g = ⊕
i∈Z

gi

endowed with a bilinear operation

[ , ] : g ⊗ g → g

which is is graded ([ a , b ] ⊂ g|a|+|b|), graded skew-symmetric,

[ a , b ] = −(−1)|a| |b|[ b , a ]

and satisfies the graded Jacobi identity

[ a , [ b , c ] ] = [ [ a , b ] , c ] + (−1)|a| |b|[ b , [ a , c ] ] (a ∈ g|a|, b ∈ g|b|).

Any Lie algebra is a graded Lie algebra concentrated in degree 0, and the degree
zero part g0 and the even part geven := ⊕

i∈Z
g2i of any graded Lie algebra are Lie

algebras in the usual sense.

Definition 2.11 A differential graded Lie algebra (briefly DGLA) is a graded
Lie algebra g endowed with a differential, d : g → g, i.e. a linear operator of degree
1 (d : gi → gi+1) which squares to zero (d ◦ d = 0) and satisfies the compatibility
condition (Leibniz rule)

d[ a , b ] = [ d a , b ] + (−1)α[ a , d b ] a ∈ gα, b ∈ gβ.

The natural notions of morphisms of graded and differential graded Lie algebras are
graded linear maps which commute with the differentials and the brackets (a graded
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linear map φ : g → h of degree k is a linear map such that φ(gi ) ⊂ hi+k ∀i ∈ Z).
Remark that a morphism of DGLA’s has to be a degree 0 in order to commute with
the other structures.

Any DGLA has a cohomology complex defined by

H i (g) := Ker(d : gi → gi+1)
/
Im (d : gi−1 → gi ).

The setH := ⊕
i H

i (g) has a natural structure of graded vector space and inher-
its the structure of a graded Lie algebra, defined by [ |a| , |b| ]H := ∣

∣[ a , b ]g
∣
∣where

|a| ∈ H denote the equivalence class of a closed element a ∈ g. The cohomology
of a DGLA is itself a DGLA with zero differential.

Any morphism φ : g1 → g2 of DGLA’s induces a morphism (φ) : H1 → H2. A
morphism of DGLA’s inducing an isomorphism in cohomology is called a quasi-
isomorphism.

2.5.1 The DGLA of Polydifferential Operators

Let A be an associative algebra with unit on a field K; consider the complex of
multilinear maps from A to itself:

C :=
∞∑

i=−1

C i C i := HomK(A⊗(i+1), A)

(we shifted the degree by one; the degree |A| of a (p + 1)–linearmap A is equal to p).
The Lie bracket of linear operators is the skew-symmetrization of the composition of
linear operators. This notion is extended tomultilinear operators: for A1 ∈ C m1 , A2 ∈
C m2 , one defines:

(A1 ◦ A2)( f1, .., fm1+m2+1) :=
m1∑

j=1

(−1)(m2)( j−1) A1( f1, .., f j−1, A2( f j , .., f j+m2), f j+m2+1, .., fm1+m2+1)

for any (m1 + m2 + 1)- tuple of elements of A and the Gerstenhaber bracket is
defined by

[A1, A2]G := A1 ◦ A2 − (−1)m1m2 A2 ◦ A1.

It gives C the structure of a graded Lie algebra. The differential dD is defined by

dD A = −[μ, A] = −μ ◦ A + (−1)|A| A ◦ μ
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where μ is the usual product in the algebra A. Hence d A = (−1)|A|+1δA where δ is
the Hochschild coboundary. The graded Lie algebra C with the differential dD is a
differential graded Lie algebra.

Here the algebra A is C∞(M), and we consider the subalgebra of C consisting
of multidifferential operators Dpoly(M) := ⊕

D i
poly(M) with D i

poly(M) the space
of multi differential operators acting on i + 1 smooth functions on M and vanishing
on constants. Clearly Dpoly(M) is closed under the Gerstenhaber bracket and under
the differential dD , so that it is a DGLA.

Proposition 2.4 An element C in νD1
poly(M)[[ν]], i.e. a series of bidifferential oper-

ator, yields a deformation of the usual associative pointwise product μ of func-
tions, ∗ = μ + C, which defines a differential star product on M if and only if
dDC − 1

2 [C,C]G = 0.

2.5.2 The DGLA of Multivector Fields

A k -multivector field is a section of the k-th exterior power Λk T M of the tangent
space T M ; the Schouten-Nijenhuis bracket is the bracket of multivectorfields
defined by extending the usual Lie bracket of vector fields

[X1 ∧ . . . ∧ Xk,Y1 ∧ . . . ∧ Yl ]S =
k∑

r=1

l∑

s=1

(−1)r+s[Xr , Xs]X1 ∧ . . . X̂r ∧ . . . ∧ Xk ∧ Y1 ∧ . . . Ŷs ∧ . . . ∧ Yl .

Since the bracket of an r - and an s- multivector fields on M is an r + s − 1- mul-
tivector field, we define a structure of graded Lie algebra on the space Tpoly(M) of
multivector fields on M by setting T i

poly(M) to be the set of skew-symmetric con-
travariant i + 1-tensorfields on M (remark again a shift in the grading). The graded
Lie algebra Tpoly(M) is a differential graded Lie algebra choosing the differential
dT to be identically zero.

Proposition 2.5 An element P ∈ νT 1
poly(M)[[ν]] (i.e. a series of bivectorfields on

the manifold M) defines a formal Poisson structure on M if and only if dT P −
1
2 [P, P]S = 0.

If one could construct an isomorphism of DGLA between the algebra Tpoly(M)

of multivector fields and the algebra Dpoly(M) of multidifferential operators, this
would give a correspondence between a formal Poisson tensor on M and a formal
differential star product on M . By Theorem 2.3 the cohomology of the algebra of
multidifferential operators is given by multivector fields

H i (Dpoly(M)) � T i
poly(M).
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This bijection is induced by the natural map U1 : T i
poly(M) −→ D i

poly(M) which
extends the usual identification between vector fields and first order differential oper-
ators, and is defined by:

U1(X0 ∧ . . . ∧ Xn)( f0, . . . , fn) = 1

(n + 1)!
∑

σ∈Sn+1

ε(σ ) X0( fσ(0)) . . . Xn( fσ(n)).

(2.36)

Exercise 2.19 Compute at order 2 to show that this map fails to preserve the Lie
structure.

One extends the notion of morphism between two DGLA’s to construct a morphism
whose first order approximation is this isomorphism (2.36). To do so one introduces
the notion of L∞-morphism.

2.5.3 L∞-Algebras, L∞-Morphism and Formality

A toy picture of our situation (finding a correspondence between a formal Poisson
tensor P on M and a formal differential star product ∗ = μ + C on M) is the follow-
ing. If C and P were elements in neighborhoods of zero of finite dimensional vector
spaces V1 and V2, one could consider analytic vector fields X1 on V1, X2 on V2, van-
ishing at zero, given by (X1)C = dDC − 1

2 [C,C]G, (X2)P = dT P − 1
2 [P, P]S and

onewould be interested in finding a correspondence between zeros of X2 and zeros of
X1. An idea would be to construct an analytic map φ : V2 → V1 such that φ(0) = 0
and φ∗ X2 = X1. Such a map can be viewed as an algebra morphism φ∗ : A1 → A2

where Ai is the algebra of analytic functions on Vi vanishing at zero. The vector
field Xi can be seen as a derivation of the algebra Ai . A real analytic function being
determined by its Taylor expansion at zero, one can look at C(Vi ) := ∑

n≥1 Sn(Vi )

as the dual space to Ai ; it is a coalgebra. One views the derivation of Ai correspond-
ing to the vector field Xi dually as a coderivation Qi of C(Vi ). One is then looking
for a coalgebra morphism F : C(V2) → C(V1) so that F ◦ Q2 = Q1 ◦ F. This is
generalized to the framework of graded algebras with the notion of L∞-morphism
between L∞-algebras.

Definition 2.12 A graded coalgebra on the base ring K is a Z–graded vector
space C = ⊕

i∈Z
Ci with a comultiplication, i.e. a graded linear mapΔ : C → C ⊗

C such that Δ(Ci ) ⊂ ⊕
j+k=i C j ⊗ Ck and such that one has coassociativity, i.e.

(Δ ⊗ id)Δ(x) = (id⊗Δ)Δ(x) for every x ∈ C .
A counit (if it exists) is a morphism e : C → K such that e(Ci ) = 0 for any i > 0

and such that (e ⊗ id)Δ = (id⊗e)Δ = id .
The coalgebra is cocommutative if T ◦ Δ = Δ where T : C ⊗ C → C ⊗ C is

the twisting map: T (x ⊗ y) := (−1)|x ||y| y ⊗ x for x, y homogeneous elements of
degree respectively |x | and |y|.
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Additional structures that can be put on an algebra can be dualized to give dual
versions on coalgebras.

Example 2.3 (The coalgebra C(V )) If V = ⊕
i∈Z

V i is a graded vector space over

K, one defines the tensor algebra T (V ) = ⊕∞
n=0 V ⊗n with V ⊗0 = K, and the sym-

metric algebra S(V ) = T (V )/ < x ⊗ y − (−1)|x ||y|y ⊗ x > which is a naturally
graded associative algebra. It has a structure of coalgebra with comultiplication Δ

defined byΔv := 1 ⊗ v + v ⊗ 1 for a homogeneous element v ∈ V and extended as
algebra homomorphism.

The reduced symmetric space is C(V ) : =S+(V ):=⊕n>0 Sn(V ); it is the cofree
cocommutative coalgebra without counit constructed on V . (Remark that Δv=0
iff v∈ V .)

Definition 2.13 A coderivation of degree d on a graded coalgebra C is a graded
linear map δ : Ci → Ci+d which satisfies the (co–)Leibniz identity Δδ(v) = δv′ ⊗
v" + (−1)d|v′ |v′ ⊗ δv" ifΔv = ∑

v′ ⊗ v". This can be rewrittenwith the usualKoszul
sign conventions Δδ = (δ ⊗ id+ id⊗δ)Δ.

Definition 2.14 A L∞–algebra is a graded vector space V over K and a degree 1
coderivation Q defined on the reduced symmetric space C(V [1]) so that Q ◦ Q = 0.
(Given any graded vector space V , we can obtain a new graded vector space V [k]
by shifting the grading of the elements of V by k, i.e. V [k] = ⊕

i∈Z
V [k]i where

V [k]i := V i+k .)

Definition 2.15 A L∞–morphism between two L∞–algebras, F : (V, Q) →
(V ′, Q′), is a morphism F : C(V [1]) −→ C(V ′[1]) of graded coalgebras, so that
F ◦ Q = Q′ ◦ F .

Any algebra morphism from S+(V ) to S+(V ′) is uniquely determined by its restric-
tion to V and any derivation of S+(V ) is determined by its restriction to V . In a dual
way, a coalgebra–morphism F from the coalgebra C(V ) to the coalgebra C(V ′) is
uniquely determinedby the compositionof F and the projectiononπ ′ : C(V ′) → V ′.
Similarly, any coderivation Q ofC(V ) is determined by the composition F ◦ π where
π is the projection of C(V ) on V .

Definition 2.16 WecallTaylor coefficients of a coalgebra-morphism F : C(V ) →
C(V ′) the sequence ofmaps Fn : Sn(V ) → V ′ andTaylor coefficients of a coderiva-
tion Q of C(V ) the sequence of maps Qn : Sn(V ) → V .

Proposition 2.6 Given V and V ′ two graded vector spaces, any sequence of linear
maps Fn : Sn(V ) → V ′ of degree zero determines a unique coalgebra morphism
F : C(V ) → C(V ′) for which the Fn are the Taylor coefficients. Similarly, if V is
a graded vector space, any sequence Qn : Sn(V ) → V, n ≥ 1 of linear maps of
degree i determines a unique coderivation Q of C(V ) of degree i whose Taylor
coefficients are the Qn.

TheTaylor coefficients of a coderivation Q ofC(V [1]) of degree 1 are the linearmaps

Qn : Sn(V [1]) → V [2].
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Proposition 2.7 Any L∞–algebra (V, Q) such that all the Taylor coefficients Qn of
Q vanish for n > 2 yields a differential graded Lie algebra and vice versa.

A morphism of graded coalgebras between C(V [1]) and C(V ′[1]) is equivalent
to a sequence of linear maps (the Taylor coefficients)

Fn : Sn(V [1]) → V ′[1];

it defines a L∞–morphism between two L∞–algebras (V, Q) and (V ′, Q′) iff F ◦
Q = Q′ ◦ F . For DGLA’s, there exist L∞–morphisms between two DGLA’s which
are not DGLA–morphisms.

Definition 2.17 Given a L∞ algebra (V, Q) over a field of characteristic zero, and
givenm = νR[[ν]], am– point is an element p ∈ νC(V )[[ν]] such thatΔp = p ⊗ p
or, equivalently, it is an element

p = ev − 1 = v + v2

2
+ · · · (2.37)

where v is an even element in V [1] ⊗ m = νV [1][[ν]].
A solution of the generalizedMaurer–Cartan equation is am–point p at which

Q vanishes; equivalently, it is an odd element v ∈ νV [[ν]] such that Q1(v) + 1
2

Q2(v · v) + · · · = 0. If g is a DGLA, it is thus an element v ∈ νg[[ν]] such that
dv − 1

2 [v, v] = 0.

Exercise 2.20 The image under a L∞ morphism of a solution of the generalised
Maurer–Cartan equation is again such a solution. In particular, if one builds a L∞
morphism F : Tpoly(M) → Dpoly(M) between the two DGLA’s we have defined,
the image under F of the point eα − 1 corresponding to a formal Poisson tensor,

α ∈ νT 1
poly(M)[[ν]] such that [α, α]S = 0, (2.38)

yields a star product on M ,
∗ = μ +

∑

n

Fn(α
n). (2.39)

Definition 2.18 Two L∞–algebras (V, Q) and (V ′, Q′) are quasi-isomorphic if
there is a L∞–morphism F such that F1 : V → V ′ induces an isomorphism in coho-
mology. Such a F is called a quasi-isomorphism.

Kontsevich has proven that if F is a L∞–morphismbetween two L∞–algebras (V, Q)

and (V ′, Q′) so that F1 : V → V ′ induces an isomorphism in cohomology, then there
exists a L∞–morphism G between (V ′, Q′) and (V, Q) so that G1 : V ′ → V is a
quasi inverse for F1 .

Definition 2.19 Kontsevich’s formality is a quasi isomorphism between the (L∞–
algebra structure associated to the) DGLA of multidifferential operators, Dpoly(M),
and its cohomology, the DGLA of multivector fields Tpoly(M).
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2.5.4 Formality for R
d

Kontsevich [122] gave an explicit formula for the Taylor coefficients of a formality
for R

d , i.e. the Taylor coefficients Fn of an L∞–morphism F : (Tpoly(R
d), Q) →

(Dpoly(R
d), Q′) where Q corresponds to the DGLA (Tpoly(R

d), [ , ]S, DT = 0)
and Q′ to the DGLA (Dpoly(R

d), [ , ]G, dD) with F1 : Tpoly(R
d) → Dpoly(R

d)

given by U1 as in Eq. (2.36). The formula writes

Fn =
∑

m≥0

∑

Γ ∈Gn,m

WΓ BΓ

• where Gn,m is a set of oriented admissible graphs;
An admissible graph Γ ∈ Gn,m has n aerial vertices labelled p1, . . . , pn , has
m ground vertices labelled q1, . . . , qm . From each aerial vertex pi , a numer
ki of arrows are issued; each of them can end on any vertex except pi but
there can not be multiple arrows. There are no arrows issued from the ground
vertices. One gives an order to the vertices:(p1, . . . , pn, q1, . . . , qm) and one
gives a compatible order to the arrows, labeling those issued from pi with
(k1 + · · · + ki−1 + 1, · · · , k1 + · · · + ki−1 + ki ). The arrows issued from pi are
named Star(pi ) = {−−→pi a1, . . . ,

−−→pi aki } with −−−−−−−→vk1+···+ki−1+ j = −−→pi a j .

•

•

•

•

• •

p1

p2

p3

p4

q1 q2

1
2

3

5

4

6

7

8

An example of graph Γ 1 in G3,2

• where BΓ associates a m–differential operator to an n–tuple of multivectorfields;
Given a graph Γ ∈ Gn,m and given n multivectorfields (α1, . . . , αn) on R

d , one
defines a m– differential operator BΓ (α1 · . . . · αn); it vanishes unless α1 is a k1–
tensor, α2 is a k2–tensor,..., αn is a kn–tensor and in that case it is given by:

BΓ (α1 · . . . · αn)( f1, . . . , fn) =
∑

i1,...,iK

Dp1α
i1···ik1
1 Dp2α

ik1+1···ik1+k2
2 . . . Dpnα

ik1+···+kn−1+1···iK
n Dq1 f1 . . . Dqm fm

where K := k1 + · · · + kn and where

Da := Π j |−→v j =−→·a ∂i j .
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For the graph Γ 1 as above, BΓ 1 associates a bidifferential operator [since n = 2]
of order 2 in the first variable [since two arrows arrive at the first ground vertex
q1] and of order 3 in the second variable [since three arrows arrive at the second
ground vertex q2] to a quadruple of multivectorfields (α1, . . . , α4) on R

d [since
m = 4]. For this operator not to vanish, α1 is a 2–tensor [since two arrows start
from the first aerial vertex p1], α2 is a 3–tensor [since three arrows start from the
second aerial vertex p2], α3 is a 1–tensor (a vector field) and α4 is a 2–tensor; we
have then

BΓ 1 (α1, α2, α3, α4)( f, g) =
∑

i1,...,i8

∂α
i1i2
1

∂xi3
α

i3i4i5
2

∂α
i6
3

∂xi7

∂α
i7i8
4

∂xi4

∂2 f

∂xi1∂xi5

∂3g

∂xi2∂xi6∂xi8
.

• whereWΓ is the integral of a form ωΓ over the compactification of a configuration
space C+

{p1,...,pn}{q1,...,qm }.
Let H denote the upper half plane H = {z ∈ C|I m(z) > 0}. We define

Con f +
{z1,...,zn }{t1,...,tm } := {z1, . . . , zn, t1, . . . , tm

∣
∣
∣
∣

z j ∈ H ; zi �= z j for i �= j;
t j ∈ R; t1 < t2 · · · < tm

}

and C+
{p1,...,pn}{q1,...,qm } to be the quotient of this space by the action of the 2-

dimensional group G of all transformations of the form z j 
→ az j + b ti 
→
ati + b a > 0, b ∈ R.The configuration spaceC+

{p1,...,pn}{q1,...,qm } has dimension
2n + m − 2 and has an orientation induced on the quotient by Ω{z1,...,zn;t1,...,tm } =
dx1 ∧ dy1 ∧ . . . dxn ∧ dyn ∧ dt1 ∧ . . . ∧ dtm if z j = x j + iy j .

The compactificationC+
{p1,...,pn}{q1,...,qm } is defined as the closure of the image of the

configuration space C+
{p1,...,pn}{q1,...,qm } into the product of a torus and the product

of real projective spaces P2(R) under the map � induced from a map ψ defined
on Con f +

{z1,...,zn}{t1,...,tm } in the following way: to any pair of distinct points A, B
taken amongst the {z j , z j , tk},ψ associates the angle arg(B − A) and to any triple
of distinct points A, B,C in that set, ψ associates the element of P2(R) which is
the equivalence class of the triple of real numbers (|A − B|, |B − C |, |C − A|).
Given a graph Γ ∈ Gn,m , one defines a form on C+

{p1,...,pn}{q1,...,qm } induced by

ωΓ = 1

(2π)k1+...+kn (k1)! . . . (kn)!dΦ−→v1 ∧ . . . ∧ dΦ−→vK

where Φ−→p j a =Arg( a−p j

a−p j
).

For a detailed proof of this formality, we refer the reader to [12, 44]. This formality
for R

d associates a star product on C∞(Rd) to a formal Poisson tensor on Rd and
gives:

Theorem 2.5 ([122]) Let α be a Poisson tensor on R
d (thus α ∈ T 1

poly(R
d) and

[α, α]S = 0), let X be a vector field on R
d , let f, g ∈ C∞(Rd). Then the series of
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bidifferential operators

P(α) := μ + C(α) := μ +
∞∑

j=1

ν j

j ! Fj (α · ·α) (2.40)

defines a star product ∗ on R
d and A(X, α) = ∑∞

j=0
ν j

j ! Fj+1(X · α · ·α) is a series
of differential operators yielding the relation

A(X, α) f ∗ g + f ∗ A(X, α)g − A(X, α)( f ∗ g) = d

dt |0
P(ΦX

t∗ α)( f, g) (2.41)

where ΦX
t is the flow of X.

Kontsevich builds a formality for any manifold M . Cattaneo, Felder and Tomassini
give in [64] a globalization on a Poisson manifold of Kontsevich local formula for a
star product given above. Using similar techniques, Dolgushev [77] gave a globali-
sation of Kontsevich’s formality, using a torsion free connection on the manifold. In
particular this proves the existence of a universal star product when one has chosen
a torsion free connection ∇ (universal meaning whose corresponding tensors -see
formula (2.31)- are polynomials in the Poisson tensor, the curvature tensor and their
covariant derivatives).

Remark 2.12 Tamarkin [162] gave another formulation to the quantization of Pois-
son manifolds, in the language of operads and Drinfeld’s associators. Starting with
Kontsevich’s and Tamarkin’s approaches, formality theory has rapidly evolved and
now enters into many fields of research in mathematics (see, for instance [42, 118,
157]). In particular, the general pattern in non commutative geometries is that com-
mutative rings of functions on classical spaces are replaced by more general non-
commutative variants, regardless of whether there is still an actual space of points
corresponding to this.Deformation theoretic ideas havebeen important to give classes
of examples (see, for instance, [164]) . A nice description of formality and its links
with representation theory is given in the book [44]. In that area, recent results give
new associators built using the formality, and a new proof of the Kashiwara Vergne
conjecture by Alekseev and Torossian [2, 3].

2.6 Group Actions in Deformation Quantization

2.6.1 In a Classical Setting

Definition 2.20 Let (M, P) be a Poissonmanifold and consider a smooth left action
of a Lie group G on the manifold M ,

G × M → M : (g, p) 
→ ρ(g)p = g · p.
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The group acts by Poisson diffeomorphisms if and only if

{ ρ(g)∗u, ρ(g)∗v } = ρ(g)∗({u, v}) ∀u, v ∈ C∞(M),∀g ∈ G, (2.42)

or, equivalently, if and only if ρ(g)∗ P = P for all g ∈ G.

Exercise 2.21 When the Poisson structure is associated to a symplectic structure
(M, ω), condition (2.42) is equivalent to ρ(g)∗ω = ω for all g ∈ G.

When G acts by Poisson diffeomorphisms, it is a symmetry group for our classical
system. Any element X in the Lie algebra g of G gives rise to a fundamental vector
field X∗M defined by

X∗M
p = d

dt |0
ρ(exp−t X)p

(theminus sign is used to have a Lie algebra homomorphism, g → χ(M) into the Lie
algebra of smooth vector fields [X∗M ,Y ∗M ] = [X,Y ]∗M ,∀X,Y ∈ g) and we have
an infinitesimal Poisson action of the Lie algebra g

LX∗M {u, v} = {LX∗M u, v} + {u,LX∗M v} (2.43)

or equivalentlyLX∗M P = 0; or, in the symplectic case,LX∗Mω = 0 i.e. ι(X∗M)ω is
a closed 1-form.

The action of the Lie group is completely determined by the action of its Lie
algebra when the Lie group G is connected.

Of particular importance in physics is the case of a so called (almost)Hamiltonian
actionwhere each fundamental vector field is Hamiltonian, i.e. when for each X ∈ g
there exists a function fX on M such that

X∗M u = { fX , u} ∀u ∈ C∞(M). (2.44)

In the symplectic case this amounts to say that ι(X∗M)ω = d fX .
Indeed, when the Hamiltonian governing the dynamics on (M, P) is invariant

under the action of G, any of those functions fX is a constant of the motion. One
can always assume, when all the fundamental vector fields are Hamiltonian, that
X → fX is linear.

A further assumption is to require that the fundamental vector fields are
Hamiltonian by means of a G equivariant map from M into the dual of the Lie
algebra (G acting on g∗ by Ad∗)

J : M → g∗ (2.45)

i.e. X∗M u = {J (X), u}, ∀u ∈ C∞(M) with J (X) ∈ C∞(M) defined by J (X)(p)
:=< J (p), X >,< ., . > denoting the pairing between g and its dual. One says then
that the action possesses a G equivariant moment map J . Equivariance means that
the Hamiltonian functions satisfy
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J (X)ρ((g)p) = (J (Adg−1X))(p) and thus { J (X), J (Y ) } = J ([X, Y ]) (2.46)

An action so that each fundamental vector field is Hamiltonian and so that the cor-
respondence X 
→ fX can be chosen to be a homomorphism of Lie algebras is also
called a strongly Hamiltonian action. When the group G acting on M is connected,
it is equivalent to the existence of a G equivariant moment map.

2.6.2 In the Deformation Quantization Setting

The action of a Lie group on the classical Hilbert space framework of quantum
mechanics is described by a unitary representation of the group on the Hilbert space.

In the setting of deformation quantization, the classical action of a group G on
a Poisson manifold extends to the algebra of observables C∞(M)[[ν]] and one can
define in this way different notions of invariance of the deformation quantization
under the action of a Lie group.

Definition 2.21 Assume (M, P) is a Poisson manifold and G is a Lie group acting
on M ; as before G × M → M : (g, p) 
→ ρ(g)p = g · p. Let (C∞(M)[[ν]], ∗) be
a deformation quantization of (M, P). The star product is said to be geometrically
invariant if, for any g ∈ G and all u, v ∈ C∞(M), one has

ρ(g)∗ (u ∗ v) = ρ(g)∗u ∗ ρ(g)∗v. (2.47)

Exercise 2.22 Show that geometric invariance implies (looking at the skew sym-
metric part of order 1 in the parameter ν) that

ρ(g)∗ ({u, v}) = {ρ(g)∗u, ρ(g)∗v}

so that G acts by Poisson diffeomorphisms. Any fundamental vector field X∗M is
then a derivation of the star product

X∗M (u ∗ v) = (X∗M u) ∗ v + u ∗ (X∗M v). (2.48)

More generally, symmetries in quantum theories are automorphisms of the algebra
of observables. Thus we define a symmetry σ of a star product ∗ = ∑

r ν
r Cr as an

automorphism of the C[[ν]]-algebra C∞(M)[[ν]] with multiplication given by ∗:

σ(u ∗ v) = σ(u) ∗ σ(v), σ (1) = 1,

where σ is determined by a formal series σ(u) = ∑
r≥0 ν

rσr (u) of linear maps.
Any such automorphism σ of a star product on a Poisson manifold (M, P) can
be written σ(u) = T (u ◦ τ) where τ is a Poisson diffeomorphism of (M, P) and
T = Id+∑r≥1 ν

r Tr is a formal series of differential maps.
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A Lie group G acts as symmetries of a deformed algebra (C∞(M)[[ν]], ∗) if
there is a homomorphism

σ : G → Aut(M, ∗).

In that case, one can write

σ(g)u = T (g)(τ (g)∗u) for any u ∈ C∞(M)

and τ : G × M → M defines a Poisson action of G on (M, P).
At the level of the Lie algebra, an action of the Lie algebra g on the deformed

algebra, is a homomorphism

D : g → Der(M, ∗)

into the space of derivations of the star product.
Now a derivation D of the star product is said to be essentially inner or

Hamiltonian if D = 1
ν
ad∗ u for some u ∈ C∞(M)[[ν]]. We denote by Inn(M, ∗)

the essentially inner derivations of ∗. It is a linear subspace of Der(M, ∗) and is the
quantum analogue of the Hamiltonian vector fields. By analogy with the classical
case, we call an action of a Lie algebra (or of a Lie group) on a deformed algebra
almost ∗-Hamiltonian if each D(X), for any X ∈ g, is essentially inner, and we call
(quantum) Hamiltonian a linear choice of functions f̃ X satisfying

D(X) = 1
ν
ad∗ f̃ X , X ∈ g.

We say the action is ∗-Hamiltonian if u X can be chosen to make the map

g → C∞(M)[[ν]] : X 
→ f̃ X

a homomorphism of Lie algebras.
When the deformed algebra is invariant by a classical (undeformed) Poisson action

of a Lie group G on M , if the action of the Lie algebra g defined by the fundamental
vector fields (D(X) = X∗M ) is ∗-Hamiltonian, a map J̃ : g → C∞(M)[[ν]] is called
a quantum moment map [172]. Thus it is a homomorphism of algebras

g → C∞(M)[[ν]] : X 
→ J̃X such that X∗M = 1
ν
ad∗ J̃X ∀X ∈ g.

In [8], they called quantization such a homomorphism of Lie algebras.
When there is a stronglyHamiltonian action of Lie group G on a Poissonmanifold

(M, P) a star product is said to be covariant under G if

fX ∗ fY − fY ∗ fX = ν f[X,Y ] ∀X,Y ∈ g
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where f : g → C
∞(M) is the homomorphism of Lie algebras describing the funda-

mental vector fields as Hamiltonian vector fields (X∗M u = { fX , u}) and it is called
strongly invariant if it is both geometrically invariant and covariant. In that case, f
is a quantum moment map.

Exercise 2.23 Check that theMoyal star product onR
2n endowedwith the canonical

Poisson bracket P0 =
(
0 −I
I 0

)

is strongly invariant under the natural action of the

symplectic group on R
2n .

Remark 2.13 One can go further and look at actions of a deformed group on a star
product [81]. One way to deform a group is to deform in the Hopf category a Hopf
algebra associated to the group. One enters into the realm of quantum groups [79];
these are introduced in the lectures of Christian Kassel. Links between quantum
groups and deformation quantization appear in [23, 30, 31].

2.6.3 Classification of Invariant Star Products

When a Lie group G acts on the symplectic manifold (M, ω) and is a group of
symmetries of a natural ∗ product, then (see Remark 2.9) there is a symplectic
connection on (M, ω)which is invariant under G. We shall say that two star products
which are invariant under G are G-invariantly equivalent if there is an equivalence
T = id+∑∞

j=1 ν
j Tj between them which commutes with the action of G. Using

the results stated before, one can prove.

Proposition 2.8 [22] Let G be a Lie group which acts symplectically on (M, ω).
Suppose ∗ is a star product which is invariant under G and assume there is a symplec-
tic connection which is invariant under G. Then, there exists a series of G-invariant
closed 2-form Ω ∈ Z2(M; R)G−inv[[ν]] such that ∗ is G-invariantly equivalent to
the Fedosov star product constructed from the invariant connection ∇ and Ω , i.e.
there exists a series T = id+∑∞

j=1 ν
j Tj of G-invariant differential operators such

that ∗ = T · ∗∇,Ω .

Furthermore, two G-invariant star products ∗∇,Ω and ∗∇,Ω ′ are G-invariantly
equivalent if and only if Ω − Ω ′ is the boundary of a series of G-invariant 1-forms
on M.
Hence there is a bijection between the G-invariant equivalence classes of G-invariant
∗-products on (M, ω) and the space of formal series of elements in the second space
of invariant cohomology of M, H 2(M,R)G−inv[[ν]].
Remark 2.14 On a Poisson manifold (M P) endowed with a g-action, if there exists
a g-invariant connection, one can use Dolgushev’s formality [77] to build also in
this case a correspondence between g-invariant equivalence classes of g-invariant
Poisson deformations of P and g-invariant equivalence classes of g invariant star
products.
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2.6.4 Invariance of Fedosov’s Star Product

We shall denote by ∗∇,Ω the star product on a symplectic manifold (M, ω) obtained
by Fedosov’s construction using the symplectic connection∇ and the series of closed
2-forms Ω .

Lemma 2.1 Any diffeomorphism φ of (M, ω) is a symmetry of ∗∇,Ω iff it preserves
the symplectic 2-form ω, the connection ∇ and the series of closed 2-forms Ω .
A vector field X is a derivation of ∗∇,Ω if and only if LXω = 0, LXΩ = 0, and
LX∇ = 0.

Exercise 2.24 Prove this Lemma, using the fact that the star product ∗∇,Ω is natural
and the associated connection (see Remark 2.9) is ∇. Hence invariance of ∇ is a
necessary condition for the invariance of ∗∇,Ω by a diffeomorphism of M . Use also
the characterization, given in Eq.2.29, of the 2-forms appearing in Ω .

Many authors have studied whether such a derivation is Hamiltonian for the star
product (see, for instance [105, 123, 132]). We give here the proof obtained with J.
Rawnsley.

Theorem 2.6 [105] A vector field X is an inner derivation of ∗ = ∗∇,Ω if and only
if LX∇ = 0 and there exists a series of functions λX such that

i(X)ω − i(X)Ω = dλX .

In that case X (u) = 1
ν
(ad∗ λX )(u).

Proof With the same notation as above, for any smooth vector field X on M , one
has:

δ ◦ i(X) + i(X) ◦ δ = 1
ν ad∗(ωi j Xi y j ) ad∗ r ◦ i(X) + i(X) ◦ ad∗ r = ad∗(i(X)r)

and ∂ ◦ i(X) + i(X) ◦ ∂ = LX − (∇i X) j yi∂y j which can be rewritten as

∂ ◦ i(X) + i(X) ◦ ∂ = LX + 1
ν ad∗

(
− 1

2 (∇i (i(X)ω)) j yi y j
)

+ 1
2 (di(X)ω)i p yi P jp∂y j .

This gives the generalised Cartan formula first given by Neumaier:

LX = D ◦ i(X) + i(X) ◦ D + 1
ν
ad∗(ωi j X i y j ) + 1

ν
ad∗(i(X)r)

+ 1
ν
ad∗

(
1
2 (∇i (i(X)ω)) j yi y j

)− 1
2 (di(X)ω)i p yi P jp∂y j . (2.49)

The last term obviously drops out when X is a symplectic vector field.
We now assume that X is a symplectic vector field preserving the connection and

preserving the series of 2-forms Ω , then LXr = 0 so

−Di(X)r = i(X)Dr + 1
ν

[
ωi j X i y j + 1

2 (∇i (i(X)ω)) j yi y j + i(X)r, r
]
.
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Using the definition of r , this gives −Di(X)r = i(X)R − i(X)Ω + 1
ν

[
ωi j X i y j+

1
2 (∇i (i(X)ω)) j yi y j , r

]
. On the other hand, using the fact that Da = ∂a − δ(a) −

1
ν
[r, a] one has

D(ωi j X i y j ) = −i(X)ω + ∂(ωi j X i y j ) + 1
ν
[ωi j X i y j , r ],

D
(
1
2 (∇i (i(X)ω)) j yi y j

) = −∇i (i(X)ω)) j dxi y j + ∂
(
1
2 (∇i (i(X)ω)) j yi y j

)+ 1
ν[

1
2 (∇i (i(X)ω)) j yi y j , r

]
. Since X is an affine vector field, one has

(i(X)R)(Y )Z = (∇2X)(Y, Z) so that

∂

(
1

2
(∇i (i(X)ω)) j yi y j

)

= −1

2
((∇2X)

p
kiω) j p yi y j dxk = i(X)R.

Hence D
(−i(X)r − ωi j X i y j − 1

2 (∇i (i(X)ω)) j yi y j
) = i(X)ω − i(X)Ω. So, for

any vector field X so that LXω = 0,LXΩ = 0 and LX∇ = 0, one has

LX = D ◦ i(X) + i(X) ◦ D + 1
ν
ad∗(T (X))

with T (X) = i(X)r + ωi j X i y j + 1
2 (∇i (i(X)ω)) j yi y j and DT (X) = −i(X)ω +

i(X)Ω.

In particular, if there exists a series of smooth functions λX such that

i(X)ω − i(X)Ω = dλX (2.50)

one can write LX = D ◦ i(X) + i(X) ◦ D + 1
ν
ad∗(λX + T (X)) with D(λX+

T (X)) = 0.
Thus λX + T (X) is the flat section associated to the series of smooth function on
M obtained by taking the part of λX + T (X) with no y terms hence λX (notice that
i(X)r has no terms without a y from the construction of r ). If Q denotes the quan-
tisation map associating a flat section to a series in ν of smooth functions, the above
yields

LX = D ◦ i(X) + i(X) ◦ D + 1
ν
ad∗(Q(λX )).

Since in those assumptions the map Q commutes withLX one has

Q(X f ) = LX Q( f ) = 1
ν
[Q(λX ), Q( f )]

so that for any smooth function f , one has

X f = 1
ν
(ad∗ λX )( f ).

This was first stated by Kravchenko (Proposition 4.3 of [123]).
Wehave seen above that such a vector field X is an inner derivation if i(X)(ω − Ω)

is exact. We shall show now that this is also a necessary condition.
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Assume X is a vector field on M such that there exists a series of smooth functions
λX with

X (u) = 1
ν
(ad∗ λX )(u) (2.51)

for every smooth function u on M . Then X is a derivation of ∗ soLXω = 0,LXΩ =
0,LX∇ = 0 and

Q(X f ) = LX Q( f ) = 1
ν
[T (X), Q( f )]

with T (X) = i(X)r + ωi j X i y j + 1
2 (∇i (i(X)ω)) j yi y j and DT (X) = −i(X)ω +

i(X)Ω.

Taking a contractible open set U in M , there exists a series of smooth locally defined
functions λU

X on U so that (i(X)ω − i(X)Ω)|U = dλU
X and, everything being local,

we have on U
D(λU

X + T (X))|U = 0,

thus λU
X + T (X) is the flat section on U associated to the series of smooth functions

on U obtained by taking the part of λU
X + T (X) with no y terms (which is λU

X ) and

Q(X (u))|U = LX Q(u)|U = 1
ν
[Q(λU

X ), Q(u)]∣∣
U

so that X (u)|U = 1
ν
(ad∗∇,Ω

λU
X )(u)

∣
∣
U
for any smooth function u. Comparing this with

Eq. (2.51) shows that λU
X − λX is a constant on U , hence i(X)ω − i(X)Ω = dλX .

A direct corollary of the above theorem tells us whether a Fedosov star product
which is invariant under the action of a Lie algebra admits a quantum moment map:

Proposition 2.9 A g-invariant Fedosov star product for (M, ω) is obtained from
a g-invariant connexion and a g-invariant series of closed 2-forms Ω . It admits a
quantum Hamiltonian if and only if there is a linear map

Ĵ : g → C∞(M)[[ν]]

such that
d( Ĵ (X)) = ι(X∗M)ω − ι(X∗M)Ω ∀X ∈ g.

We then have X∗M u = 1
ν
ad∗ Ĵ (X) u. It admits a quantum moment map if and only

it is Hamiltonian and the linear map J̃ : g → C∞(M)[[ν]] such that d( J̃ (X)) =
ι(X∗M)ω − ι(X∗M)Ω can be chosen so that

J̃ ([X,Y ]) = −ω(X∗M ,Y ∗M) + Ω(X∗M ,Y ∗M) ∀X,Y ∈ g.

In a recent preprint [148], Reichert and Waldmann give a characterization of equiv-
alence classes of g invariant star products admitting a quantum moment map J , for
g-invariant equivalences intertwining the quantum moments maps, by series in the
second g-equivariant cohomology.
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2.7 Reduction in Deformation Quantization

An important classical tool to “reduce the number of variables”, i.e. to start from a
“big” Poisson manifold M with real Poisson tensor P and construct a smaller one
Mred, is given by reduction: one considers an embedded coisotropic submanifold in
the Poisson manifold,

ι : C ↪→ M.

Recall that a submanifold of a Poissonmanifold is called coisotropic iff the vanishing
ideal

JC = { f ∈ C∞(M) | ι∗ f = 0} = ker ι∗.

is closed under Poisson bracket. This is equivalent to say that

P�(N ∗C) ⊂ T C with N ∗C(x) = {αx ∈ T ∗
x M |αx (X) = 0 ∀X ∈ Tx C },

where P� : T ∗M → T M is induced by P through β(P�(α) := P(α, β).
In the symplectic case P�(N ∗C) = T C⊥ is the orthogonal with respect to the

symplectic 2-form ω of the tangent space to C , so that coisotropy means

T C⊥
x := { Y ∈ T ∗

x M |ωx (X,Y ) = 0 ∀u ∈ Tx C } ⊂ T C.

The distribution defined by P�(N ∗C), called the characteristic distribution, is
involutive. It is spanned at each point by the Hamiltonian vector fields corresponding
to functions which are locally in JC .

We assume that the canonical foliation has a nice leaf space Mred (a structure of
smoothmanifold such that the canonical projectionπ : C −→ Mred is a submersion).
In this case one can show that Mred is a Poisson manifold in a canonical way: one
defines the normalizer of the vanishing ideal

BC = {
f ∈ C∞(M) | { f,JC } ⊆ JC

}
,

and
BC
/
JC � [ f ] 
→ ι∗ f ∈ π∗C∞(Mred) = Ared (2.52)

induces an isomorphism of Poisson algebras. We prove this in a simple context in
Sect. 2.7.1.

Passing to a deformation quantized version of phase space reduction, one starts
with a formal star product � on M . The associative algebra A = (C∞(M)[[ν]], �)
plays the role of the quantized observables of the big system. A good analog of the
vanishing ideal JC will be a left ideal JC ⊆ C∞(M)[[ν]] such that the quotient
C∞(M)[[ν]]/JC is in C[[ν]]-linear bijection to the functions C∞(C)[[ν]] on C .
We then define the normalizer of JC with respect to the commutator Lie bracket
of A ,
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BC = {a ∈ A | [a,JC] ⊆ JC},

and consider the associative algebra BC
/
JC as the reduced algebra Ared.

Of course, we need then to show that BC
/
JC is in C[[ν]]-linear bijection to

C∞(Mred)[[ν]] in such a way, that the isomorphism induces a star product �red on
Mred. Starting from a strongly invariant star product on M , we describe below the
method used in [106] with S. Waldmann to construct a good left ideal inspired by
the BRST approach in [40] but simpler as we only need the deformation of the
Koszul part of the BRST complex. Other approaches to reduction in deformation
quantization appear in Fedosov [82] and in Cattaneo–Felder [62].

Remark 2.15 BRST formalism is a differential geometric approach to quantize a
field theory with a gauge symmetry. We refer to the lectures of Nathan Berkovits.
Themathematical background of BRST construction describes the space of functions
on some reduced spaces as the 0-cohomology space of a complex.

We present only the particular case of the Marsden–Weinstein reduction : consider a
smooth left action G × M −→ M : (g, p) 
→ ρ(g)p of a connected Lie group G on
M by Poisson diffeomorphisms and assume we have an ad∗-equivariant momentum
map J . The constraintmanifoldC is chosen to be the level surface of J formomentum
0 ∈ g∗ (thus we assume, for simplicity, that 0 is a regular value). Then C = J−1({0})
is an embedded submanifold which is coisotropic. The group G acts on C and the
reduced space is the orbit space of this group action of G on C . To guarantee a
good quotient we assume that G acts freely and properly and we assume that G acts
properly not only onC but on all of M . In this case there exists an open neighbourhood
Mnice ⊆ M of C with a G-equivariant diffeomorphism

Φ : Mnice −→ Unice ⊆ C × g∗ (2.53)

onto an open neighbourhood Unice of C × {0}, where the G-action on C × g∗ is
the product action of the one on C and Ad∗, such that for each p ∈ C the subset
Unice ∩ ({p} × g∗) is star-shaped around the origin {p} × {0}, and the momentum
map J is given by the projection onto the second factor, i.e. J|Mnice

= pr2 ◦ Φ. For a
proof of this see for instance [40, Lemma 3].

2.7.1 The Classical Koszul Resolution

We consider C∞(M,Λ•
C
g) = C∞(M) ⊗ Λ•

C
g with the canonical free C∞(M)-

module structure. The group G acts on C∞(M,Λ•
C
g) by the combined action of

G on the manifold and the adjoint action on g extended to the exterior algebra Λ•
C
g

by automorphisms of the exterior product. We denote this G-action and the corre-
sponding g-action by ρ. The Koszul differential is defined to be

∂x = ι(J )x, (2.54)
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where x ∈ C∞(M,Λ•
C
g) and ι(J ) denotes the insertion of J at the first position in the

Λ•
C
g-part of x . If e1, . . . , eN ∈ g denotes a basis with dual basis e1, . . . , eN ∈ g∗ then

we can write J = ∑
a Jaea with scalar functions Ja ∈ C∞(M) and ∂x = Jaι(ea)x .

The map ∂ is a graded derivation of the standard wedge product on C∞(M,Λ•
C
g) of

degree −1, it is C∞(M)-linear and ∂2 = 0; we have thus a complex of free C∞(M)-
modules. We write ∂k for the restriction of ∂ to the antisymmetric degree k ≥ 1.

We use the particular tubular neighbourhood Mnice of C to define a prolongation
map

prol : C∞(C) � φ 
→ prol(φ) = (pr1 ◦ Φ)∗φ ∈ C∞(Mnice). (2.55)

This prolongation is G-equivariant: ρ(g)∗prol(φ) = prol(ρ(g)∗φ). It deserves its
name since, for all φ ∈ C∞(C), we have ι∗prol(φ) = φ.

We define a homotopy, on Mnice for convenience: let x ∈ C∞(Mnice,Λ
k
C
g); since

Unice is star-shaped, we set

(hk x)(p) = ea ∧
∫ 1

0
t k ∂(x ◦ Φ−1)

∂μa
(c, tμ)dt, (2.56)

whereΦ(p) = (c, μ) for p ∈ Mnice and μa denote the linear coordinates on g∗ with
respect to the basis e1, . . . , eN . The collection of all these maps hk gives a map
h : C∞(Mnice,Λ

•
C
g) −→ C∞(Mnice,Λ

•+1
C

g).

Proposition 2.10 [40, Lemmas 5 and 6] The Koszul complex (C∞(Mnice,Λ
•
C
g), ∂)

is acyclic with homotopy h and homology C∞(C) in degree 0: we have

hk−1 ∂k + ∂k+1 hk = idC∞(Mnice,Λ
k
C
g) for k ≥ 1 (2.57)

prol ι∗ + ∂1 h0 = idC∞(Mnice) (2.58)

as well as ι∗ ∂1 = 0. Thus the Koszul complex is a free resolution of C∞(C) as
C∞(Mnice)-module. We have

h0 prol = 0, (2.59)

and all the homotopies hk are G-equivariant.

Here resolution means that the homology at k = 0 is isomorphic to C∞(C) as a
C∞(Mnice)-module.

Exercise 2.25 Show that the image of ∂1 is just

ker ι∗ ∩ C∞(Mnice) = JC ∩ C∞(Mnice)

using formula (2.58). This gives immediately

ker ∂0
/
Im ∂1 = ker ∂0

/
(JC ∩ C∞(Mnice))

= C∞(Mnice)
/
(JC ∩ C∞(Mnice)) ∼= C∞(C), (2.60)
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Use theKoszul complex toprove (2.52): f is inBC iff 0 = ι∗{JX , f } = ι∗(LX∗M f ) =
LX∗C (ι∗ f )∀X ∈ g iff ι∗ f ∈ π∗C∞(Mred).Foru ∈ C∞(Mred) show that prol(π∗u) ∈
BC whence (2.52) is surjective. The injectivity of (2.52) is clear by definition.

The Poisson bracket on Mred can then be defined through (2.52) and gives explicitly

π∗{u, v}red = ι∗{prol(π∗u), prol(π∗v)} (2.61)

for u, v ∈ C∞(Mred), since the left hand side of (2.52) is canonically a Poisson
algebra.

Since for the phase space reduction in deformation quantization we will only
need a very small neighbourhood of C , the neighbourhood Mnice is sufficient; the
geometry of M far away fromC plays no role and wemay assumewithout restriction
Mnice = M in the following.

2.7.2 The Quantized Koszul Complex

Before defining the deformed Koszul operator we make some further assumptions
on the star product � on M : we assume it to be strongly invariant, i.e. g-covariant,

JX � JY − JY � JX = ν J[X,Y ] ∀X,Y ∈ g (2.62)

and G-invariant
ρ(g)∗( f � h) = (ρ(g)∗ f ) � (ρ(g)∗h) (2.63)

for all g ∈ G and f, h ∈ C∞(M)[[λ]].
Using the exterior (∧) product for Λ•

C
g we extend � to C∞(M,Λ•

C
g) in the

canonical way.

Definition 2.22 (Quantized Koszul operator) Let κ ∈ C[[ν]]. The quantizedKoszul
operator ∂(κ) : C∞(M,Λ•

C
g)[[ν]] −→ C∞(M,Λ•+1

C
g)[[ν]] is defined to be

∂(κ)x = ι(ea)x � Ja + ν

2
Cc

abec ∧ ι(ea)ι(eb)x + νκ ι(Δ)x, (2.64)

(with summation over repeated indices) where Cc
ab = ec([ea, eb]) are the structure

constants of g andΔ(X) = Tr ad(X) for X ∈ g is the modular one-form,Δ ∈ g∗, of
g (with respect to the chosen basis we have Δ = Cb

abea).

Lemma 2.2 ([106, Lemma 3.4]) Let � be a strongly invariant �-product and κ ∈
C[[ν]]. Then ∂(0)ι(Δ) + ι(Δ)∂(0) = 0, ∂(κ) is left �-linear, the classical limit of ∂(κ)

is ∂ , ∂(κ) is G-equivariant, and ∂(κ) ◦ ∂(κ) = 0.

The element κ can be arbitrary; in particular, κ = 0 gives a very simple choice;
however, we set ∂ = ∂(κ= 1

2 ). The following constructions will depend on κ; if we
omit the reference to κ in our notation, we always mean the particular value κ = 1

2 .
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Following [40]wedefine adeformationof the restrictionmap ι∗ and the homotopy:

ι∗κ = ι∗
(
id+

(
∂
(κ)
1 − ∂1

)
h0

)−1 : C∞(M)[[ν]] −→ C∞(C)[[ν]] (2.65)

and

h(κ)
0 = h0

(
id+

(
∂
(κ)
1 − ∂1

)
h0

)−1 : C∞(M)[[ν]] −→ C∞(M, g)[[ν]], (2.66)

which are bothwell-defined since ∂(κ) is a deformationof ∂ . From [40, Proposition25]

h(κ)
0 prol = 0, ι∗κ ∂

(κ)
1 = 0, and ι∗κ prol = idC∞(C)[[ν]] . (2.67)

The homotopy equation becomes

prol ι∗κ + ∂
(κ)
1 h(κ)

0 = idC∞(M)[[ν]] . (2.68)

2.7.3 The Reduced Star Product

We now give an explicit description of the quotient BC
/
JC where

BC = {
f ∈ C∞(M)[[ν]] ∣∣ [ f,JC]� ⊆ JC

}
. (2.69)

Proposition 2.11 [40, Theorems 29 and 32] Let f ∈ C∞(M)[[ν]] and u, v ∈
C∞(Mred)[[ν]].
• We have f ∈ BC iff LX∗C ι∗κ f = 0 for all X ∈ g iff ι∗κ f ∈ π∗C∞(Mred)[[ν]].
• The quotient algebra BC

/
JC is isomorphic to C∞(Mred)[[ν]] via the mutually

inverse maps
BC
/
JC � [ f ] 
→ ι∗κ f ∈ π∗C∞(Mred)[[ν]] (2.70)

and
C∞(Mred)[[ν]] � u 
→ [prol(π∗u)] ∈ BC

/
JC. (2.71)

• The induced associative product �redκ on C∞(Mred)[[ν]] fromBC
/
JC is explicitly

given by
π∗(u �redκ v) = ι∗κ

(
prol(π∗u) � prol(π∗v)

)
. (2.72)

This is a bidifferential star product quantizing the Poisson bracket (2.61).

Proof Wegive a sketch of the proof. For thefirst part note thatJC = ker ι∗κ according
to (2.68). Now let g = ga � Ja + νκCa

bagb with ga ∈ C∞(M)[[ν]] be in the image
of ∂(κ)1 . For f ∈ C∞(M)[[ν]] we have by a straightforward computation
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[ f, g]� = ∂
(κ)
1 h + νga �L(ea)∗M f

with some h ∈ C∞(M, g) using the strong invariance of �. Thus [ f, g]� is in JC

iff ga �L(ea)∗M f is in the image of ∂(κ)1 for all ga . This shows that f ∈ BC iff
LX∗M f ∈ Im∂

(κ)
1 = ker ι∗κ . Since ι∗κ is G-invariant the first part follows. The second

part is then clear from the first part, and (2.72) is a straightforward translation using
the isomorphisms (2.70) and (2.71). One can show that �redκ is bidifferential and that
it is indeed a star product on Mred.

Remark 2.16 The algebra of quantum observables is not only an associative algebra
but is has a ∗-involution (see Definition 2.4); in the usual picture, where observ-
ables are represented by operators, this ∗-involution corresponds to the passage to
the adjoint operator. In the framework of deformation quantization, complex conju-
gaison is a ∗-involution on A = (C∞(M)[[λ]], �) if the star product is Hermitian.
We study in [106] the existence of natural ∗-involutions on the reduced quantum
algebra assuming that � is Hermitian: the choice of a formal series of smooth densi-
ties on the embedded coisotropic submanifold C = J−1(0), with some equivariance
property, defines a ∗-involution for �red on the reduced space. Whether the corre-
sponding ∗-involution is the complex conjugation (which is a ∗-involution in the
Marsden–Weinstein context) yields to define a new notion of quantized unimodular
class. We study representations (in the sense of [37]) of the reduced algebra with the
∗-involution given by complex conjugation, relating the categories of modules of the
big and of the reduced algebras.

2.8 Some Remarks About Convergence

A formal deformation is not enough for physics; � is a constant of nature and not
a formal parameter. Although a nice representation theory has been introduced for
∗-algebras [37], there is no reasonable general notion of spectra for formal star
product algebras (except for a few examples with convergence as in [16]); thus
formal deformation quantization can not predict in general values of measurements,
and hence is not a complete answer to the quantization problem.

Many examples of star products, like the global symbolic calculus on cotangent
bundles or like Berezin or Toeplitz quantization of Kňahler manifolds, are obtained
as asymptotic expansions for � → 0 of some convergent counterpart in usual quan-
tization (see for instance [38, 51]). Whether the asymptotics can be used to recover
the convergent quantization is still unknown. Some partial convergence results in this
context were obtained, for instance in [51] for the product of two given functions
and in [33] for subalgebras were the product converges.

The framework of C∗-algebras provides the background for a good notion of
spectra (the spectrum of an element a in a unital C∗-algebra is the set of λ ∈ C

such that a − λ1 is not invertible); an ideal situation would be to construct a C∗-
algebra with a physical interpretation of some elements. It is not enough to know a
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C∗-algebra of observables of a system, one still needs a rule stating which algebra
element corresponds to which physical observable. A problem is that, except for
some simple situations, it is hard to write down a C∗-algebra corresponding to a
quantum system of which one knows the classical counterpart, although that is the
aim of quantization (build a quantum description, given a classical physical system).
Formal deformation quantization is not a solution but might be a first step: one
can try to use the powerful results for that theory (in particular concerning existence,
classification, invariance and constructions) to build, in a second step, aC∗-algebraic
framework.

Rieffel introduced the notion of strict deformation quantization (see [150–152]):A
strict deformation quantization [150] of a dense ∗-subalgebra A

′ of a C∗-algebra,
in the direction of a Poisson bracket {., .} defined on A

′, is an open interval I ⊂ R

containing 0, and the assignment, for each � ∈ I , of an associative product ×�, an
involution ∗� and a C∗-norm ‖ ‖� (for ×� and ∗�) on A

′, which coincide for � = 0
to the original product, involution and C∗-norm on A

′, such that the correspond-
ing field of C∗-algebras, with continuity structure given by the elements of A

′ as
constant fields, is a continuous field of C∗-algebras, and such that for all a, b ∈ A

′,
‖ (a×�b−ab)

i� − {a, b}‖� → 0 as � → 0.
Group actions appear here in an essential way: Rieffel introduced a general way to

construct suchC∗-algebraic deformations based on a strongly continuous isometrical
action of R

d on a C∗-algebra A

α : R
d × A → A : (x, a) 
→ αx a.

The product formula for the smooth vectorsA
∞ with respect to this action is defined,

using an oscillatory integral, choosing a fixed element θ in the orthogonal Lie algebra
so(d), by

a ×� b := a ∗α
θ b :=

(
1

π�

)d ∫

Rd×Rd

αx (a)αy(b) exp

(
2i

�
x · θy

)

dxdy

and it gives a pre C∗ associative algebra structure on A
∞. This generalizes the Weyl

quantization of R
2n . Indeed formula (2.14) can be rewritten

F ×� G =
(

1

π�

)2n ∫

R2n×R2n

τv(F)τw(G)e
2i
�
Ω(v,w)dvdw

where τ denotes the action of R
2n on functions on R

2n by translation.
Bieliavsky et al. generalize the construction to actions of Lie groups that admit

negatively curved left-invariant Kähler structure. An important observation due to
Weinstein is the relevance in the phase appearing in the product kernel (see Eq. (2.15))
of the symplectic flux S(x, y, z) = Ω(x, y) + Ω(y, z) + Ω(z, x) through ageodesic
triangle that admits the points x, y and z as mid-points of its geodesic edges. This
lead to the study of symmetric symplectic spaces, and, more precisely here to sym-
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plectic groups which have a structure of symmetric symplectic spaces. Bieliavsky
et al. build analogues of Weyl’s quantization which give universal deformation for-
mulas for those groups and obtain new examples of strict deformation quantization
[24–26, 28].

A possible drawback of considering “convergent star products” given by integral
formulas (like the convergent star product defined on the space of Schwartz functions
on R

2n given by formula (2.14)) is the difficulty to extend the construction to infinite
dimensional cases, which are unavoidable when dealing with quantum field theory.

Another approach to the convergence problem is the following. Taking the formal
power series defining the star product, one can ask for convergence in a mathemat-
ically meaningful way. This has been achieved by Waldmann et al. in a growing
number of examples [17, 39, 80, 169]. They build seminorms which garantee the
convergence of the deformed multiplication. In this way, they construct topological
non-commutative algebras, essentially of Fréchet type. It does not yet reach the C∗-
framework but it already gives an algebra over C and not just over C[[ν]]. One can
then study Hilbert space representations of this algebra by (still a priori unbounded)
operators. Convergence of the Moyal star product on a Fréchet algebra has also been
studied by Omori et al. in [138].
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Chapter 3
Principal Fiber Bundles in Non-commutative
Geometry

Christian Kassel

Al álgebra le dediqué mis mejores ánimos,
no sólo por respeto a su estirpe clásica
sino por mi cariño y mi terror al maestro.

Gabriel García Márquez,
Vivir para contarla [21]

Abstract These are the expanded notes of a course given at the Summer school
“Geometric, topological, and algebraic methods for quantum field theory” held
at Villa de Leyva, Colombia, in July 2015. We first give an introduction to non-
commutative geometry and to the language of Hopf algebras. We next build up a
theory of non-commutative principal fiber bundles and consider various aspects of
such objects. Finally, we illustrate the theory using the quantum enveloping alge-
bra Uq sl(2) and related Hopf algebras.

3.1 Introduction

These are the expanded notes of a course given at the Summer school “Geometric,
topological, and algebraic methods for quantum field theory” held at Villa de Leyva,
Colombia, in July 2015. The main objective of this course was twofold:

1. to give an introduction to non-commutative geometry and to the language of Hopf
algebras;

2. to build up a theory of non-commutative principal fiber bundles, consider various
aspects of these non-commutative objects, highlight the similarities and the dif-
ferences with their classical counterparts, and illustrate the theory with significant
examples.
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Non-commutative geometry is based on the idea that instead of working with
the points of a topological space X (or a C∞-manifold, or an algebraic variety), we
may just as well work with the algebra O(X) of continuous (or C∞, or regular)
functions on X . Many geometrical constructions on X can be expressed by algebraic
constructions on the commutative algebra O(X), which in turn can be extended to
non-necessarily commutative algebras. The necessity of passing from commutative
algebra to non-commutative ones originates from physics; according to [9],

[it] arises from the general indication that the small-scale structure of space-time is not
well-modeled by usual continuous geometry. At the Planck scale one may reasonably expect
that our notion of geometry has to be modified to include quantum effects as well. Non-
commutative geometry has the potential to do this.

Keeping in mind the geometric origin of such non-commutative constructions, it is
natural to use the phrase “non-commutative spaces” for non-commutative algebras.
In mathematics, such generalized spaces have appeared in the 1980s not only in the
work of Connes on group actions and on foliations (see [13]), but also in the theory
of quantum groups, which originated in the work of Faddeev’s school, of Drinfeld,
of Jimbo, and of Woronowicz (see [17, 18, 30, 51, 61]).

Quantum groups are non-commutative algebras depending on a parameter q.
When q takes the value 1, then quantum groups specialize to classical objects such
as groups of symmetries. The construction of quantum groups was inspired by the
“quantum inverse scattering method,” a method devised for constructing integrable
quantum systems and mostly developed by L. D. Faddeev and his collaborators. The
discovery of quantumgroupswas amajor eventwith spectacular applications not only
in quantum physics, but also in domains of pure mathematics such as representation
theory and low-dimensional topology. Let us quote Drinfeld on quantization from
the introduction of [18]:

... both in classical and quantummechanics there are twobasic concepts: state and observable.
In classical mechanics [...] observables are functions on [a manifold] M . In the quantum case
[...] observables are operators in [a Hilbert space] H [...] [O]bservables form an associative
algebra which is commutative in the classical case and noncommutative in the quantum case.
So quantization is something like replacing commutative algebras by noncommutative ones.

Technically speaking, quantum groups are what algebraists and topologists call
Hopf algebras. Therefore, the first aim of this course was to introduce the concept of
a Hopf algebra and to illustrate it with significant examples, such as the ones related
to the special linear group SL2(C).

Our second aim was to define non-commutative analogues of principal fiber bun-
dles. Principal fiber bundles are ubiquitous geometrical objects in mathematics and
gauge theory. For instance, given a Lie (or algebraic) group G and a closed sub-
groupG ′, the projectionG → G/G ′ onto the homogeneous spaceG/G ′ is a principal
fiber bundle. To quantize homogeneous spaces, we need an adequate notion of quo-
tient ofHopf algebras andmore precisely the concepts of comodule algebras andHopf
Galois extensions. There are numerous meaningful examples of non-commutative
principal fiber bundles; see [9, 14, 24, 25, 40, 41, 49, 50].
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Let us give an overview of these notes. In Sect. 3.2, we review the definition
of classical principal fiber bundles and state their main properties. In Sect. 3.3, we
undertake the crucial passage from commutative to non-commutative algebras; we
concentrate on two simple situations in which a space X can easily be replaced by its
function algebraO(X), namely when X is a finite set or when it is an affine algebraic
variety. To make things even simpler, all objects and algebras considered in these
notes are defined over the field C of complex numbers. We also give in Sect. 3.3
our first example of a non-commutative space, namely the “quantum plane,” a one-
parameter deformation of the ordinary complex plane, and we extend certain basic
operations from ordinary spaces to non-commutative ones.

In Sect. 3.4, we consider the case when a space has an additional group structure.
This naturally leads to the notion of a Hopf algebra. In Sect. 3.4.4, we present two
mutually dual Hopf algebras constructed from a finite group.

In Sect. 3.5, we introduce two quantum groups associated with the Lie group
SL2(C); one is its quantum coordinate algebra SLq(2), the other one is the quantum
enveloping algebraUq sl(2) of the Lie algebra of SL2(C).We also construct a duality
map between them and consider two interesting quotients.

In Sect. 3.6, we extend the notion of a group action to the non-commutative world.
This leads us to the concept of a comodule algebra over a Hopf algebra. We give
various examples of comodule algebras, thus showing that this concept covers much
more than just group actions. In particular, any group-graded algebra is a comod-
ule algebra over a suitable Hopf algebra. We also show how to equip the quantum
plane with the structure of a comodule algebra over the quantum coordinate algebra
of SL2(C).

Section3.7 is entirely devoted to Hopf Galois extensions, which are non-commu-
tative analogues of principal fiber bundles. We pose the problem of classifying them
and show that, contrary to the classical case, there may exist (infinitely many) non-
isomorphic non-commutative principal fiber bundles over a point. We also define the
non-commutative version of the pull-back of a bundle.

In the final section (Sect. 3.8), for any Hopf algebra H , we construct a non-
commutative principal fiber bundle in the form of a deformation AH of H over a
parameter spaceBH which is the coordinate algebra of a smooth affine algebraic vari-
ety of the same dimension as H . We give explicit formulas for this non-commutative
principal fiber bundle when H is the quantum enveloping algebra Uq sl(2) or some
of its finite-dimensional quotients.

We will not give the proofs of all statements in these notes. For some of them,
we will refer to the relevant publications or to exercises if they turn out to be rather
simple. Except for Theorems3.7 and 3.8 in Sect. 3.8.3, thematerial presented in these
notes already exists in the literature.
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3.2 Review of Principal Fiber Bundles

La geometría fue más compasiva tal vez por
obra y gracia de su prestigio literario. [21]

We start by recalling the definition and the basic properties of fiber bundles and
of principal fiber bundles. In Sect. 3.7, we will define non-commutative analogues of
such bundles.

3.2.1 Fiber Bundles

Let F be a topological space. Recall that a fiber bundle with fiber F is a locally
trivial continuous map π : P → X from a topological space P , called the total
space of the bundle, to a topological space X , called the base space, such that each
fiber π−1({x}) is homeomorphic to F . Locally trivial means that for each x ∈ X ,
there is a neighborhood U ⊂ X of x and a homeomorphism ψ : π−1(U ) ∼= U × F
such that π = p1 ◦ ψ , where p1 : U × F → U is the first projection onto U .

In the sequel, we assume that the topological spaces we consider are Hausdorff
and paracompact (the latter means that every open cover has a locally finite open
refinement). These conditions are satisfied by most spaces generally considered.

A fiber bundle map from a fiber bundle π ′ : P ′ → X ′ to another fiber bundle
π : P → X with the same fiber F is a pair (ϕ̃ : P ′ → P, ϕ : X ′ → X) of
continuous maps such that π ◦ ϕ̃ = ϕ ◦ π ′. The composition of two such maps is
again a fiber bundle map. A fiber bundle map is said to be a homeomorphism of fiber
bundles if both ϕ̃ : P ′ → P and ϕ : X ′ → X are homeomorphisms.

The simplest example of a fiber bundle with fiber F and base space X is given
by the first projection p1 : X × F → X . Any fiber bundle homeomorphic to such a
fiber bundle is called a trivial fiber bundle.

3.2.2 Pull-Backs

We now deal with an important functoriality property. Any fiber bundle π : P → X
with fiber F and base space X togetherwith any continuousmapϕ : X ′ → X induces
a fiber bundle π ′ : ϕ∗(P) → X ′ with the same fiber F and with base space X ′. The
space ϕ∗(P) is defined by

ϕ∗(P) = {

(x ′, p) ∈ X ′ × P | ϕ(x ′) = π(p)
}

and themapπ ′ : ϕ∗(P) → X ′ is equal to the compositemap ϕ∗(P) ⊂ X ′× P
p1→ X ′.

The fiber bundle π ′ : ϕ∗(P) → X ′ is called the pull-back of the bundle π : P → X
along the map ϕ : X ′ → X .
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Clearly, if ϕ′ : X ′′ → X ′ is another continuous map, then

ϕ′∗(ϕ∗(P)) ∼= (ϕ ◦ ϕ′)∗(P).

If id : X → X is the identity map of X , then id∗(P) = P . It follows that any
homeomorphism ϕ : X ′ → X induces a homeomorphism ϕ∗(P) ∼= P .

Exercise 3.1 (a) Let π : P → X be a fiber bundle. Prove that if i : {x} → X is the
inclusion of a point x in X , then i∗(P) = π−1({x}) is the fiber of the bundle at x .
(b) Show that any fiber bundle with base space equal to a point is trivial.
(c) Prove that the pull-back of a trivial fiber bundle is trivial.
(d) Let X be a contractible space, such that there is an element x0 ∈ X and a
continuous map η : X × [0, 1] → X such that η(x, 0) = x and η(x, 1) = x0 for all
x ∈ X . Show that any fiber bundle with base space X is trivial.

For more on fiber bundles, see the classical references [26, 57].

3.2.3 Principal Fiber Bundles

We fix now a topological group G.

Definition 3.1 A principal G-bundle is a fiber bundleπ : P → X with a continuous
left action G × P → P satisfying the following two conditions:

(i) we have π(gp) = π(p) for all g ∈ G and p ∈ P ,
(ii) for all p, p′ ∈ P with π(p) = π(p′) there is a unique element g ∈ G such that

gp = p′.

In other words, in a principal G-bundle, the group action preserves each fiber
π−1(x) and the action of G on each fiber is free and transitive. It follows that each
fiber is in bijection with G and that the space of orbits G\P is homeomorphic to the
base space X .

An equivalent way to express Conditions (i) and (ii) above is to require that the
map

γ : G × P → P × P ; (g, p) 
→ (gp, p) (3.1)

is a bijection from G × P onto the subspace

P ×X P = {

(p, p′) ∈ P × P | π(p) = π(p′)
}

.

Given principal G-bundles π : P ′ → X ′ and π : P → X , a map of principal G-
bundles from the first one to the second one is a fiber bundle map (ϕ̃, ϕ) compatible
with the G-action, such that ϕ̃(gp′) = gϕ̃(p′) for all g ∈ G and p′ ∈ P ′.

Example 3.1 Given a topological space X , let G act on P = G × X by g′(g, x) =
(g′g, x) (g, g′ ∈ G, x ∈ X ). This is a principal G-bundle. Any principal G-bundle
homeomorphic to such a bundle is called a trivial principal G-bundle.
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Example 3.2 Consider the group S1 of complex numbers of modulus one. Given an
integer n ≥ 1, the map πn : S1 → S1 defined by πn(z) = zn is a principal G-bundle,
where G is the cyclic group Z/n of order n.

Exercise 3.2 Prove that the principal Z/n-bundle πn : S1 → S1 of Example3.2 is
trivial if and only if n = 1.

3.2.4 Functoriality and Classification

We now record important properties of principal G-bundles. For the proofs we refer
to [26, Chap.4] or to [57].

Theorem 3.1 (a) If π : P → X is a principal G-bundle and ϕ : X ′ → X is a
continuous map, then the pull-back π ′ : ϕ∗(P) → X ′ is a principal G-bundle.

(b) If π : P → X is a principal G-bundle and ϕ0, ϕ1 : X ′ → X are homotopic1

continuous maps, then the principal G-bundles ϕ∗
0 (P) and ϕ∗

1 (P) are homeomorphic.
(c) There exists a principal G-bundle πG : EG → BG such that for any principal

G-bundle π : P → X there is a continuous map ϕ : X → BG such that ϕ∗(EG) is
homeomorphic to π : P → X; the map ϕ is unique up to homotopy.

The base space of the principal G-bundle πG : EG → BG is called the classify-
ing space of the group G. The terminology is justified by the following immediate
consequence of the theorem.

Corollary 3.1 The map ϕ 
→ ϕ∗(EG) induces a bijection between the set [X, BG]
of homotopy classes of continuous maps from X to BG and the set IsoG(X) of
homeomorphism classes of principal G-bundles with base space X:

[X, BG] ∼= IsoG(X).

Starting from the next section, we shall build up the algebraic language necessary
to define non-commutative analogues of principal fiber bundles.

3.3 Basic Ideas of Non-commutative Geometry

As we stated in the introduction, non-commutative geometry is based on the idea
of (a) replacing a space X by its (commutative) function algebra O(X), (b) passing
from commutative algebras to non-commutative algebras. In this section, we start
with two simple geometric situations, namely when X is a finite set and when it is
an affine algebraic variety. In Sect. 3.3.2, we present our first elementary example of

1That is, there exists a continuous map � : X ′ × [0, 1] → X such that �(x, 0) = ϕ0(x) and
�(x, 1) = ϕ1(x) for all x ∈ X ′.
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a non-commutative space, namely the quantum plane, and in Sect. 3.3.3 we extend
certain basic operations from spaces to non-commutative ones.

Fordeformation quantization, which is anotherway, inspired byquantummechan-
ics, to pass from commutative algebras to non-commutative algebras see the lec-
tures [23] by Simone Gutt.

3.3.1 Two Classical Dualities Between Spaces and Algebras

Let us now present two well-known correspondences between spaces and algebras.
All algebras we consider in these notes are C-algebras (i.e., defined over the field C

of complex numbers). We furthermore assume that all algebras are associative and
unital. We denote the unit of an algebra A by 1, or by 1A to avoid any confusion.

3.3.1.1 Finite Sets

In the first example, the spaces which we consider are merely sets, or if one prefers,
discrete topological spaces. To any set X , we associate its function algebra O(X),
which consists of all complex-valued functions on X . Given two such functions
u1, u2 : X → C, we may consider any linear combination λ1u1 + λ2u2, where λ1

and λ2 are complex numbers; the function λ1u1 + λ2u2 is defined by

(λ1u1 + λ2u2)(x) = λ1u1(x) + λ2u2(x)

for all x ∈ X . Similarly, the product u1u2 of two functions u1, u2 ∈ O(X) is defined
by (u1u2)(x) = u1(x)u2(x) for all x ∈ X . These operations provide O(X) with the
structure of a commutative associative and unital C-algebra. The unit is the constant
function whose values are all equal to 1.

For any x∈X , consider the δ-function δx defined for all y∈X by δx (y)=δx,y , where
δx,y is the Kronecker symbol.2 The product of two δ-functions is clearly given by

δx δy = δx,y δx .

This means that each δ-function is an idempotent, i.e., δ2x = δx , and that the product
of two distinct δ-functions is zero.

If the set X is finite, then the set {δx }x∈X of δ-functions forms a basis of O(X)

considered as a vector space over the complex numbers. Indeed, we can expand any
function u : X → C in the following unique way:

u =
∑

x∈X

u(x) δx .

Note that the unit of O(X) is the sum of the δ-functions: 1 = ∑

x∈X δx .

2Recall that δx,y = 1 if x = y and δx,y = 0 otherwise.
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If the set X is of cardinality N , we can order the elements of X and assume that
X = {x1, . . . , xN }. Consider the linear map

u ∈ O(X) 
→ (u(x1), . . . u(xN )) ∈ C
N .

This map is clearly an isomorphism from O(X) onto the N -dimensional vector
space C

N . It is also an algebra isomorphism if we endow C
N with the product

(x1, . . . xN )(y1, . . . yN ) = (x1y1, . . . xN yN ).

In particular, the dimension of O(X) is equal to the cardinality of X . Since a finite
set is determined up to bijection by its cardinality, it follows that a finite set X can
be recovered (up to bijection) from its function algebra O(X).

3.3.1.2 Algebraic Varieties

The next correspondence is more substantial, namely the one between algebraic
varieties and commutative algebras. Recall that a complex algebraic variety is the
set of solutions of a system of polynomial equations over the complex numbers: more
precisely, let Σ be a set of polynomials in C[X1, . . . , Xn]; then the corresponding
algebraic variety is given by

V = {

(x1, . . . , xn) ∈ C
n | P(x1, . . . , xn) = 0 for all P ∈ Σ

}

.

To V we associate the quotient-algebra

O(V ) = C[X1, . . . , Xn]/IΣ,

where IΣ is the ideal of C[X1, . . . , Xn] generated by Σ . We say that O(V ) is the
coordinate algebra of the algebraic variety V . The algebra O(V ) is a finitely gener-
ated commutative C-algebra.

Conversely, let us start from a finitely generated commutative C-algebra A. It can
be written as the quotient of a polynomial algebras with finitely many variables, i.e.,
it is of the form

A = C[X1, . . . , Xn]/I

for some ideal I ⊂ C[X1, . . . , Xn]. Then A = O(V ), where V is the set of points
(x1, . . . , xn) ∈ C

n satisfying the system of polynomial equations P(x1, . . . , xn) = 0
for all P ∈ I .

There is another way to find V such that A = O(V ) for a given finitely generated
commutative C-algebra A. Namely consider the set Alg(A, C) of characters of A.
A character of A is an algebra homomorphism χ from A to C, i.e., a linear form
satisfying the conditions
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χ(ab) = χ(a)χ(b) and χ(1) = 1.

Now, if A = C[X1, . . . , Xn]/I , then a character χ : A → C is determined by its
values χ(Xi ) = xi ∈ C on the generators X1, . . . , Xn . Since χ must be zero on the
ideal I , this means that the n-tuple (x1, . . . , xn) ∈ C

n of values must be a solution
of the equations P(x1, . . . , xn) = 0 for all P ∈ I . Such solutions form an algebraic
variety V , and we have A = O(V ).

Let us also observe that the characters of a finitely generated commutative C-
algebra A are in bijection with its maximal ideals. Indeed, start from a character
χ : A → C; its kernelm is an ideal of A. Since χ is surjective, we have A/m ∼= C by
Noether’s first isomorphism theorem. Therefore, m is a maximal ideal. Conversely,
let m be a maximal ideal of A. Then A/m is a field which is isomorphic to C

by Zarisky’s lemma or by Hilbert’s Nullstellensatz. The composed algebra map
χ : A → A/m ∼= C is a character of A.

Let us now give some elementary examples of commutative algebras correspond-
ing to algebraic varieties.

Example 3.3 The coordinate algebra of a point is C since Alg(C, C) consists only
of one element, namely the identity map. This follows also from the description of
the function algebra of a finite set given in Sect. 3.3.1.1.

Example 3.4 The one-variable polynomial algebra C[X ] is the coordinate algebra
of the complex line C since any algebra homomorphism C[X ] → C is determined
by its value on the variable X ; equivalently, Alg(C[X ], C) ∼= C.

Similarly, the two-variable polynomial algebra C[X, Y ] is the coordinate algebra
of the complex plane C

2: any algebra homomorphism C[X, Y ] → C is determined
by its values on X and Y . We have Alg(C[X, Y ], C) ∼= C

2.

Example 3.5 Let us now consider the algebra A = C[X, X−1] of Laurent polynomi-
als in the variable X . Since X X−1 = 1, this algebra can also be seen as the quotient-
algebra C[X, Y ]/(XY − 1). Here also any algebra homomorphism χ : A → C is
determined by its value χ(X) = x ∈ C on the variable X , but contrary to the case
of C[X ], the fact that X is invertible in A puts the following restriction on x , namely

x χ(X−1) = χ(X) χ(X−1) = χ(X X−1) = χ(1) = 1.

Therefore, x is invertible in the field C, which is equivalent to x �= 0. We deduce
Alg(A, C) ∼= C

×, where C
× = C \ {0}. In other words, the algebra C[X, X−1] of

Laurent polynomials is the coordinate algebra of the once-punctured complex line.

Example 3.6 The algebra C[X, Y ]/(Y 2 − X3 + X − 1) is the coordinate algebra of
the elliptic curve consisting of the points (x, y) ∈ C

2 satisfying the equation

y2 = x3 − x + 1.
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Example 3.7 Let x1, . . . , xN be distinct points in the complex line C. Consider the
quotient-algebra A = C[X ]/(X − x1, . . . , X − xn). Since the polynomials X − xi

are coprime, we also have A = C[X ]/(P), where P is the degree N polynomial

P = (X − x1) · · · (X − xn).

The assignment Q ∈ C[X ] 
→ (Q(x1), . . . , Q(xN )) ∈ C
N induces an algebra

isomorphism A ∼= C
N . This example shows that a finite set can be seen as a special

case of an algebraic variety.

3.3.2 Non-commutative Algebras

From now on we deal with non-necessarily commutative algebras. We recall that all
algebras we consider are associative unital C-algebras.

3.3.2.1 Non-commutative Polynomials

The prototype of a finitely generated complex commutative algebra is the algebra
of polynomials C[X1, . . . , Xn] in finitely many variables. In an analogous way, the
prototype of a finitely generated not necessarily commutative complex algebra is the
algebra C 〈X1, . . . , Xn〉 of polynomials in n non-commuting variables X1, . . . , Xn .
Any element of C 〈X1, . . . , Xn〉 is a finite linear combination (with complex coeffi-
cients) of finite words in the letters X1, . . . , Xn . Such a linear combination is unique
because such words form a basis of C 〈X1, . . . , Xn〉 considered as a vector space
over the complex numbers.

Mind the difference between these two kinds of polynomial algebras: the element
XY − Y X is nonzero in C 〈X, Y 〉 whereas it vanishes in C[X, Y ].

Any finitely generated complex algebra A is a quotient-algebra ofC 〈X1, . . . , Xn〉
for some n, which means that A can be expressed as

A = C 〈X1, . . . , Xn〉/I

for some two-sided ideal I of C 〈X1, . . . , Xn〉. For instance, for the algebra of ordi-
nary polynomials in n variables, we have

C[X1, . . . , Xn] = C 〈X1, . . . , Xn〉/I,

where I is the two-sided ideal generated by all elements of the form Xi X j − X j Xi

(i, j ∈ {1, . . . , n}2).
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3.3.2.2 The Quantum Plane

Let q be a nonzero complex number. Consider the algebraC 〈X, Y 〉 of polynomials in
two non-commuting variables X, Y and the two-sided ideal Iq ofC 〈X, Y 〉 generated
by Y X − q XY . The quotient-algebra

Cq [X, Y ] = C 〈X, Y 〉/Iq

is not commutative unless q = 1.
When q = 1, then the algebra Cq [X, Y ] is isomorphic to C[X, Y ], which is the

coordinate algebra of the plane. Thus,Cq [X, Y ] is a one-parameter non-commutative
deformation (or a quantization) of the coordinate algebra of the plane. For this rea-
son and by extension, Cq [X, Y ] can be considered as the coordinate algebra of a
“space” in an extended sense, of a so-called non-commutative space. In this partic-
ular instance, this non-commutative space is known in the literature under the name
quantum plane.

The set {Xi Y j }i, j≥0 forms a basis of Cq [X, Y ], independently of q (see
Exercise3.3 below). Notice that the defining relation Y X = q XY implies the fol-
lowing product formula for two monomials in Cq [X, Y ]:

(Xi Y j )(XkY �) = q jk Xi+kY j+�. (i, j, k, � ≥ 0)

In Sect. 3.3.1.2, we showed how to recover an algebraic variety V from its coor-
dinate algebra, using its characters. Let us look at the set Alg(Cq [X, Y ], C) of
characters of Cq [X, Y ]. As with the usual polynomial algebra C[X, Y ], a charac-
ter χ : Cq [X, Y ] → C is determined by its values χ(X) = x and χ(Y ) = y on the
generators X and Y . Now the set Alg(Cq [X, Y ], C) is in bijection with the set of
points (x, y) ∈ C

2 such that yx = qxy. In C, the values x and y commute, so that
yx = qxy is equivalent to (q − 1)xy = 0. When q �= 1, then Alg(Cq [X, Y ], C) can
be identified with the subset of C

2 defined by xy = 0; this subset is the union of the
lines L1 = {0} × C and L2 = C × {0} ⊂ C

2. The coordinate algebra of L1 ∪ L2 is
the commutative algebra C[X, Y ]/(XY ). We thus have bijections

Alg(Cq [X, Y ], C) =
{

Alg(C[X, Y ], C) = C
2 if q = 1,

Alg(C[X, Y ]/(XY ), C) = L1 ∪ L2 if q �= 1.

This shows that from the point of view of characters, there is a jump when we pass
from q = 1 to an arbitrary complex number q. Observe also that as a vector space,
C[X, Y ]/(XY ) has a basis given by {Xi }i≥0 ∪ {Y j } j≥1; this basis is clearly very
different from the basis {Xi Y j }i, j≥0 of Cq [X, Y ].
Exercise 3.3 (A basis of the quantum plane)

(a) Let τ and υ be the endomorphisms of the polynomial algebra C[t] defined on
any polynomial P(t) by τ(P(t)) = t P(t) and υ(P(t)) = P(qt). Show that there
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is a unique algebra morphism ρ : Cq [X, Y ] → End(C[t]) such that ρ(X) = τ and
ρ(Y ) = υ.

(b) Deduce that {Xi Y j }i, j∈N is a basis of Cq [X, Y ]. Hint: use the morphism ρ to
prove linear independence.

3.3.2.3 Non-commutative Spaces

In view of the previous examples, non-commutative algebras will henceforth often
be called non-commutative spaces. The special case of the quantum plane shows that
characters are not sufficient to characterize non-commutative spaces. As written in
the introduction of [49],

... in noncommutative geometry there are no points.

This is a significant difference with ordinary spaces. Such a difference is also well
explained in [55, Sect. 2].

3.3.3 Extending Basic Operations to Non-commutative
Spaces

We now show how to extend certain basic operations on spaces to the world of
non-commutative spaces, i.e., of non-necessarily commutative algebras.

3.3.3.1 From Maps to Algebra Homomorphisms

Let ϕ : X → Y be a map between algebraic varieties. Then we can define a map
ϕ∗ : O(Y ) → O(X) by

ϕ∗(u) = u ◦ ϕ (3.2)

for all u ∈ O(Y ). It is easy to check that ϕ∗ is a morphism of algebras.
Ifψ : Y → Z is anothermapbetween algebraic varieties andψ∗ : O(Z) → O(Y )

is the corresponding morphism of algebras, then we have the following equality of
morphisms from O(Z) to O(X):

(ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗.

3.3.3.2 From Products to Tensor Products

Given algebraic varieties X , Y , we can consider their product X × Y . We denote by
πX : X ×Y → X andπY : X ×Y → Y the canonical projections. The product X ×Y
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satisfies the following universal property: for all maps ϕX : Z → X and ϕY : Z → Y
from another algebraic variety Z , there exists a unique map ϕ : Z → X × Y such
that πX ◦ ϕ = ϕX and πY ◦ ϕ = ϕY .

Applying the contravariant functor ϕ 
→ ϕ∗ defined by (3.2), we see that the
coordinate algebra O(X × Y ) comes with two algebra morphisms

ϕ∗
X : O(X) → O(X × Y ) and ϕ∗

Y : O(Y ) → O(X × Y )

satisfying a universal property that is easily deduced from the universal property of
the product X × Y . It follows that we have a canonical algebra isomorphism

O(X × Y ) ∼= O(X) ⊗ O(Y ), (3.3)

where O(X) ⊗ O(Y ) is the tensor product of the algebras O(X) and O(Y ).
Let us recall that the tensor product U ⊗V of two complex vector spacesU and V

consists of C-linear combinations of symbols of the form u ⊗ v, where u ∈ U and
v ∈ V . By definition, the mapU × V → U ⊗ V sending each couple (u, v) ∈ U × V
tou⊗v isC-bilinear, i.e.,C-linear both inu and in v. It satisfies the followinguniversal
property: For any C-bilinear map f : U × V → W to another vector space W , there
is a unique C-linear map ˜f : UŁ⊗V → W such that f (u, v) = ˜f (u ⊗ v) for all
(u, v) ∈ U × V . Moreover, if {ui }i∈I is a basis of U and {v j } j∈J is a basis of V , then

{ui ⊗ v j }(i, j)∈I×J

is a basis of U ⊗ V . As a consequence, dim(U ⊗ V ) = dim(U ) dim(V ).
If A, B are (not necessarily commutative) algebras, then their tensor product A⊗B

carries a structure of algebra with multiplication determined by

(a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2

for all a1, a2 ∈ A and b1, b2 ∈ B. The algebra A ⊗ B has a unit given by

1A⊗B = 1A ⊗ 1B .

The tensor product of algebras satisfies the following universal property.

Proposition 3.1 Let f : A → C and g : B → C be morphisms of algebras such
that f (a)g(b) = g(b) f (a) in C for all a ∈ A and b ∈ B. Then there exists a unique
morphism of algebras f ⊗ g : A ⊗ B → C such that ( f ⊗ g)(a ⊗ b) = f (a)g(b)

for all a ∈ A and b ∈ B.

Using the notation Alg(A1, A2) for the set of morphisms of algebras from A1

to A2, we can paraphrase the previous proposition by saying that Alg(A ⊗ B, C) is
isomorphic to the subset of Alg(A, C) × Alg(B, C) consisting of all pairs ( f, g) of
morphisms whose images commute in C . In particular, if C is commutative, then
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Alg(A ⊗ B, C) ∼= Alg(A, C) × Alg(B, C).

For this reason, we may consider the tensor product of algebras as the non-
commutative analogue of the product of spaces.

Exercise 3.4 Prove Proposition3.1.

3.4 From Groups to Hopf Algebras

In this section,we introduce the concept of aHopf algebra and illustrate itwith several
examples which will show up repeatedly in these notes. For general references on
Hopf algebras, see [1, 31, 46, 58].

3.4.1 Algebraic Groups

Let G be an algebraic group, i.e., an algebraic variety equipped with the structure of
a group such that the product map μ : G × G → G is a map of algebraic varieties.

The basic example of an algebraic group is the general linear group GL N (C),
which consists of all invertible N × N -matrices with complex entries, equipped with
the usual matrix product. This product is given by polynomial formulas in the entries.
The coordinate algebra of GL N (C) is the algebra

O(GL N (C)) = C[t, (ai, j )1≤i, j≤N ]/(t det(ai, j ) − 1). (3.4)

Any subgroup of GL N (C) defined by the vanishing of polynomials is also an
algebraic group. For instance, the special linear group SL N (C), which consists of
all N × N -matrices whose determinant is 1, is an algebraic group. Its coordinate
algebra is the algebra

O(SL N (C)) = C[(ai, j )1≤i, j≤N ]/(det(ai, j ) − 1).

It is obtained from O(GL N (C)) by setting t = 1.
By (3.2) the product map μ : G × G → G of an algebraic group induces a

morphism of algebras μ∗ : O(G) → O(G × G). We can compose μ∗ with the
canonical isomorphism O(G × G) ∼= O(G) ⊗ O(G) (see (3.3)), which yields a
morphism of algebras

Δ : O(G) → O(G) ⊗ O(G),

which we call the coproduct of O(G).
The product μ of G is associative, which means that we have

μ (μ(g1, g2), g3) = μ (g1, μ(g2, g3))
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for all g1, g2, g3 ∈ G. This identity, which reads μ ◦ (μ ⊗ id) = μ ◦ (id⊗μ),
transposes to the following coassociativity identity for the coproduct:

(Δ ⊗ id) ◦ Δ = (id⊗ Δ) ◦ Δ. (3.5)

Similarly, the unit e of the group G, which can be seen as a homomorphism
ē : {1} → G (sending 1 to e), induces the morphism of algebras

ε = ē∗ : O(G) → O({1}) = C,

which we call the counit of O(G). The identities μ(e, g) = g = μ(g, e) (g ∈ G)
read

μ ◦ (ē ⊗ id) = id = μ ◦ (id⊗ē),

wherewehave identified {1}×G andG×{1}withG. They transpose to the counitality
identities

(ε ⊗ id) ◦ Δ = id = (id⊗ ε) ◦ Δ : O(G) → O(G), (3.6)

wherewe use the natural identificationsC⊗ O(G) ∼= O(G) andO(G)⊗ C ∼= O(G).
In a group G, any element g possesses an inverse, i.e., an element g−1 such that

μ(g, g−1) = e = μ(g−1, g). (3.7)

The map inv : g 
→ g−1 induces a map S = inv∗ : O(G) → O(G), which we call
the antipode of O(G). The identities (3.7) imply identities for the antipode, which
we shall display in Sect. 3.4.3.

When G = GL N (C) is the general linear group, the coproduct of the coordinate
algebra O(GL N (C)) is defined on the generators t , ai, j of O(GL N (C)) by

Δ(t) = t ⊗ t and Δ(ai, j ) =
N

∑

k=1

ai,k ⊗ ak, j (3.8)

and the counit by
ε(t) = 1 and ε(ai, j ) = δi, j (3.9)

for all i, j ∈ {1, . . . , N }. For the antipode, let A be the N × N -matrix A =
(ai, j )1≤i, j≤N . Denote by Ai, j the determinant of the (N − 1) × (N − 1) matrix
obtained from deleting Row i and Column j of A. Then for each generator ai, j

(i, j ∈ {1, . . . , N }) we have

S(ai, j ) = (−1)i+ j A j,i

det(A)
. (3.10)
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By the definition (3.4), the generator t is invertible with inverse t−1 = det(A) and
its antipode is given by S(t) = t−1 = det(A).

The values of Δ(ai, j ), ε(ai, j ), and S(ai, j ) given in Formulas (3.8)–(3.10) above
also determine the coproduct, counit, and antipode of O(SL N (C)), where SL N (C)

is the special linear group.

Exercise 3.5 Prove the claims of this section.

3.4.2 Bialgebras

Before defining Hopf algebras, we present the concept of a bialgebra.

Definition 3.2 A bialgebra is an associative unital algebra equipped with two linear
maps Δ : H → H ⊗ H and ε : H → C satisfying the following conditions:

(i) The maps Δ and ε are morphisms of algebras.
(ii) We have the following equalities:

(Δ ⊗ id) ◦ Δ = (id⊗ Δ) ◦ Δ. (3.11)

and, identifying C ⊗ H and H ⊗ C with H ,

(ε ⊗ id) ◦ Δ = id = (id⊗ ε) ◦ Δ. (3.12)

The map Δ is called the coproduct of H , and ε is its counit. It is sometimes
convenient to denote the product of the bialgebra H by μ : H ⊗ H → H and to
introduce the unique morphism of algebras η : C → H , which we call the unit of H ;
we have η(1) = 1H .

Given a bialgebra H with coproduct Δ, we define the opposite coproduct

Δop : H → H ⊗ H

byΔop = τ ◦Δ, where τ : H ⊗ H → H ⊗ H is the flip defined by τ(x ⊗ y) = y ⊗ x
for all x, y ∈ H . We say that H is cocommutative if Δop = Δ.

Exercise 3.6 Let C[t] be the polynomial algebra in one variable t . Show that C[t] is
a bialgebra with coproduct Δ and counit ε determined byΔ(t) = t ⊗ t and ε(t) = 1.
Check that this bialgebra is cocommutative.

Exercise 3.7 (a) Let H be a bialgebra with coproduct Δ and counit ε. Consider the
linear dual H ˇ = Hom(H, C) of H . Define a product μˇ : H ˇ⊗ H ˇ → H ˇ for all
x ∈ H and α, β ∈ H ˇby

μˇ(α ⊗ β)(x) = (α ⊗ β)(Δ(x)) =
∑

i

α(x ′
i ) β(x ′′

i ), (3.13)
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when Δ(x) = ∑

i x ′
i ⊗ x ′′

i . Show that

(i) μˇ is an associative product with unit equal to ε ∈ H ,̌
(ii) H ˇ is cocommutative if H is a commutative algebra.

(b) Now assume that H is finite-dimensional as a vector space over C.

(i) Show that H ˇ is a bialgebra with coproduct Δˇ : H ˇ → H ˇ⊗ H ˇ and counit
εˇ : H ˇ→ C defined by

Δˇ(α)(x ⊗ y) = α(xy)

and εˇ(α) = α(1H ) for all α ∈ H .̌
(ii) Prove that H ˇ is commutative if H is cocommutative.

Remark 3.1 It follows from Exercise3.7 that the dual of a finite-dimensional bial-
gebra is another (finite-dimensional) bialgebra. To extend such a duality to the case
when H is an infinite-dimensional bialgebra, we have to replace the linear dual H ˇ
by the restricted dual H ◦ defined by

H ◦ = {

α ∈ H ˇ | α(I ) = 0 for some ideal I such that dim H/I < ∞}

.

See [46, Sect. 1.2] or [58]. We have H ◦ = H ˇ if dim H < ∞.

3.4.3 Hopf Algebras

Let H be a bialgebra with product μ, unit η, coproduct Δ, and counit ε. Given two
linear endomorphisms f , g of H we define a new linear endomorphism f ∗g of H by

f ∗ g = μ ◦ ( f ⊗ g) ◦ Δ ∈ End(H). (3.14)

We now define the concept of a Hopf algebra.

Definition 3.3 Let H be a bialgebra.
(a) An antipode of H is a linear endomorphism S of H such that

S ∗ idH = η ◦ ε = idH ∗S. (3.15)

(b) A Hopf algebra is a bialgebra together with an antipode.
(c) A morphism of Hopf algebras f : H → H ′ between Hopf algebras is a

morphim of bialgebras such that

Δ′ ◦ f = ( f ⊗ f ) ◦ Δ, ε′ ◦ f = ε, S′ ◦ f = f ◦ S,

where Δ (resp. Δ′) is the coproduct, ε (resp. ε′) is the counit and S (resp. S′) is the
antipode of H (resp. of H ′).
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Example 3.8 If G is an algebraic group, then its coordinate algebraO(G) equipped
with the maps Δ, ε, and S defined in Sect. 3.4.1 is a Hopf algebra. Actually, the
axioms of a Hopf algebra are derived from this example.

Hopf algebras have two important features which are worth emphasizing:

• The concept of Hopf algebras is self-dual: the restricted dual H ◦ of a Hopf alge-
bra H is again a Hopf algebra (see Exercises3.7 (b) and 3.10 for finite-dimensional
Hopf algebras). This duality allows also to extend the Pontryagin duality of abelian
groups to non-abelian ones (see Exercise3.13).

• The category of left H -modules, where H is a Hopf algebra, is a tensor category.
Recall that a left H -module V is a vector space together with a bilinear map
H × V → V ; (x, v) 
→ xv (x,∈ H, vŁ∈ V ) such that

(xy)v = x(y(v)) and 1H v = v (3.16)

for all x, y ∈ H and v ∈ V . The map (x, v) 
→ xv is called the action.
If V1 and V2 are left H -modules, then so is the tensor product V1 ⊗ V2. Indeed one
defines an action of H on V1 ⊗ V2 by

x(v1 ⊗ v2) = Δ(x)(v1 ⊗ v2) =
∑

i

x ′
i v1 ⊗ x ′′

i v2 (3.17)

if Δ(x) = ∑

i x ′
i ⊗ x ′′

i .

Exercise 3.8 Check that the action (3.17) of H on V1 ⊗ V2 satisfies (3.16).

Remark 3.2 In many cases, for instance when H is a quantum group as in Sect. 3.5,
V1 ⊗ V2 is naturally isomorphic as an H -module to V2 ⊗ V1. It is this feature that
leads to braid group representations and knot invariants. We will not say more about
this; see [31, Part Three] for details on this vast subject.

Exercise 3.9 Show that the product ∗ on the algebra End(H) of linear endomor-
phisms of a Hopf algebra H given by (3.14) is associative with unit equal to η ◦ ε.
Prove that an antipode is unique if it exists.

Exercise 3.10 Show that the dual H ˇof a finite-dimensional Hopf algebra H is a
Hopf algebra.

Exercise 3.11 (A bialgebra without antipode) Let C[t] be the bialgebra considered
in Exercise3.6. Prove that it has no antipode [hint: apply (3.15) to the element t].

The following properties of the antipode of a Hopf algebra are worth mentioning
(see [31, III.3] or [58]).
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Proposition 3.2 Let H be a Hopf algebra with coproductΔ, counit ε, and antipode S.
(a) The antipode S is an anti-morphism of algebras, i.e., for all x, y ∈ H,

S(xy) = S(y)S(x) and S(1) = 1,

and we have
(S ⊗ S) ◦ Δ = Δop ◦ S and ε ◦ S = ε.

(b) If H is commutative or cocommutative, then the antipode S is an involution,
i.e., S2 = idH .

Another useful concept is the following. An element x of a Hopf algebra H is
called group-like if

Δ(x) = x ⊗ x and ε(x) = 1. (3.18)

Let Gr(H) be the set of group-like elements of H .

Proposition 3.3 The set Gr(H) of group-like elements of H is a group under the
product in H. The inverse of an element x in Gr(H) is S(x).

Proof Let x, y ∈ H be group-like elements. Since Δ and ε are morphisms of alge-
bras, we have

Δ(xy) = Δ(x)Δ(y) = (x ⊗ x)(y ⊗ y) = xy ⊗ xy

and ε(xy) = ε(x)ε(y) = 1. This shows that Gr(H) is preserved under the product.
Clearly, the unit 1 of H is group-like and is a unit for the product in Gr(H).

Applying (3.15) to a group-like element x , we obtain S(x)x = 1 = x S(x), which
shows that S(x) is the inverse of x . To conclude that Gr(H) is a group, it remains to
check that S(x) is group-like. Indeed, by Proposition3.2 (a),

Δop(S(x)) = (S ⊗ S)(Δ(x)) = S(x) ⊗ S(x),

which implies Δ(S(x)) = S(x) ⊗ S(x). We also have ε(S(x)) = ε(x) = 1. Thus,
S(x) is group-like. ��

Examples of group-like elements and computations of Gr(H) will be given in
Exercise3.16 below.

3.4.4 Examples of Hopf Algebras from Finite Groups

To familiarize the reader with the concept of a Hopf algebra, we now present the
following two basic examples, both constructed from a group.
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3.4.4.1 The Function Algebra of a Finite Group

Let G be a finite group with unit e and O(G) be its function algebra, as defined in
Sect. 3.3.1.1. It is a Hopf algebra with coproduct Δ, counit ε, and antipode S given
by

Δ(u)(g, h) = u(gh), ε(u) = u(e), S(u)(g) = u(g−1) (3.19)

for all g, h ∈ G and u ∈ O(G). Here we have identified O(G) ⊗ O(G) with the
function algebra O(G × G) of the product group G × G.

We can also express Δ, ε, and S in terms of the δ-functions introduced in loc. cit.
Namely we have

Δ(δg) =
∑

h∈G

δh ⊗ δh−1g, S(δg) = δg−1, ε(δg) =
{

1 if g = e,

0 otherwise.

Since the inverse map g 
→ g−1 in a group is an involution, it follows from (3.19)
that the antipode S is an involution as well, which is in agreement with
Proposition3.2 (b) applied to the commutative Hopf algebra O(G).

3.4.4.2 The Convolution Algebra of a Group

Let G now be an arbitrary group, not necessarily finite. We define C[G] to be the
vector space spanned by the elements of G. This means that any element of C[G] is
a linear combination of the form

∑

g∈G

λg g,

where the coefficients λg are complex numbers, all of which are zero except for
a finite number. We also assume that the set {g}g∈G is a basis of C[G], which is
equivalent to the implication

⎛

⎝

∑

g∈G

λg g = 0

⎞

⎠ ⇒ (

λg = 0 for all g ∈ G
)

.

The vector space C[G] is equipped with a product, often called the convolution
product, defined by the formula

⎛

⎝

∑

g∈G

λg g

⎞

⎠

⎛

⎝

∑

g∈G

μg g

⎞

⎠ =
∑

g∈G

(

∑

h∈G

λh μh−1g

)

g.
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The convolution product possesses a unit, which is 1C[G] = e, where e is the unit of
the group G. The algebra C[G] is called the convolution algebra of G, or simply the
group algebra of G.

We now claim that C[G] is a Hopf algebra. Its coproduct, counit, and antipode
are given by

Δ

⎛

⎝

∑

g∈G

λg g

⎞

⎠ =
∑

g∈G

λg g ⊗ g, ε

⎛

⎝

∑

g∈G

λg g

⎞

⎠ =
∑

g∈G

λg, (3.20)

S

⎛

⎝

∑

g∈G

λg g

⎞

⎠ =
∑

g∈G

λg g−1 =
∑

g∈G

λg−1 g. (3.21)

We can see on Formula (3.20) for the coproduct that Δop = Δ, which means that
the Hopf algebra C[G] is cocommutative. By Proposition3.2 (b), this implies that
the antipode S is an involution, which can easily be seen on (3.21).

Exercise 3.12 Prove the claims in Sect. 3.4.4.2.

Exercise 3.13 (Duality between the function algebra and the group algebra) Let G
be a finite group. Define a bilinear form O(G) × C[G] → C by

〈

u,
∑

g∈G

λg g

〉

=
∑

g∈G

λg u(g)

for all u ∈ O(G), g ∈ G, and λg ∈ C. It induces a linear map ω : O(G) → C[G]ˇ
by ω(u) = 〈u,−〉 (u ∈ O(G)). Recall that C[G]ˇ is the dual Hopf algebra of C[G],
as defined in Exercise3.7. Prove the following:

(i) The linear map ω : O(G) → C[G]ˇ is bijective.
(ii) For all u, v ∈ O(G), g, h ∈ G we have

〈uv, g〉 = 〈u, g〉 〈v, g 〉,
〈Δ(u), g ⊗ h〉 = 〈u, gh〉,

ε(u) = 〈u, e〉,
〈S(u), g〉 = 〈u, g−1〉.

(iii) Deduce that ω : O(G) → C[G]ˇ is an isomorphism of Hopf algebras.

Exercise 3.14 (Duality for finite abelian groups) Let G be a finite abelian group
and ̂G = Hom(G, C

×) be its group of characters. We recall that a character of G is
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a group homomorphism from G to the multiplicative group C
× of nonzero complex

numbers. Since any element of G is of finite order, the values of a character of G are
roots of unity, which are complex numbers of modulus 1.

The set ̂G is a group under pointwisemultiplication; it is also called thePontryagin
dual of G.

(i) Show that ̂G1 × G2
∼= ̂G1× ̂G2 whenever G1 and G2 are finite abelian groups.

(ii) Determine all characters of a cyclic group of order n and conclude that there
is a (non-unique) isomorphism Ẑ/n ∼= Z/n.

(iii) Deduce from(i) and (ii) that ̂G ∼= G for any finite abelian group G.

Exercise 3.15 (The Hopf algebras C[G] andO(̂G)) Let G be a finite abelian group
and ̂G be its group of characters, as defined in the previous exercise. Consider the
function algebra O(̂G), which is a Hopf algebra by Sect. 3.4.4.1. Observe that this
Hopf algebra is not only commutative, but also cocommutative since ̂G is abelian (see
Formula (3.19) for the coproduct). On the other hand, we have the cocommutative
Hopf algebraC[G], which is commutative because G is abelian. Prove that the linear
map C[G] → O(̂G) defined by g ∈ G 
→ (χ 
→ χ(g))χ∈̂G is an isomorphism of
Hopf algebras.

Exercise 3.16 (Group-like elements)

(a) Show that the only group-like elements of a group algebra C[G] are of the
form

∑

g∈G λg g, where all coefficients λg are zero, except for exactly one, which is
equal to 1. Deduce a group isomorphism Gr(C[G]) ∼= G.

(b) Given a finite group G, show that an element u ∈ O(G) is group-like if and
only if u(e) = 1 and u(gh) = u(g)u(h) for all g, h ∈ G, i.e., if and only if u is a
character of G. Deduce a group isomorphism Gr(O(G)) ∼= ̂G = Hom(G, C

×).

3.4.5 The Heyneman–Sweedler Sigma Notation

Let H be a Hopf algebra with coproduct Δ, counit ε, and antipode S. It is often
convenient to use the following notation (due to Heyneman and Sweedler) for the
image of an element x ∈ H under the coproduct:

Δ(x) =
∑

(x)

x(1) ⊗ x(2).

The coassociativity identity (3.11) expressed in this notation becomes

∑

(x)

(x(1))(1) ⊗ (x(1))(2) ⊗ x(2) =
∑

(x)

x(1) ⊗ (x(2))(1) ⊗ (x(2))(2).
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To simplify, we will express both sides of the previous equality by

∑

(x)

x(1) ⊗ x(2) ⊗ x(3).

In this notation the counitality identity (3.12) becomes

∑

(x)

ε(x(1)) x(2) = x =
∑

(x)

x(1) ε(x(2)). (3.22)

The defining Eq. (3.15) for the antipode becomes

∑

(x)

S(x(1)) x(2) = ε(x)1 =
∑

(x)

x(1) S(x(2)). (3.23)

The fact that Δ is a morphism of algebras can be expressed in this notation by

∑

(xy)

(xy)(1) ⊗ (xy)(2) =
⎛

⎝

∑

(x)

x(1) ⊗ x(2)

⎞

⎠

⎛

⎝

∑

(y)

y(1) ⊗ y(2)

⎞

⎠ .

It is convenient to write the previous right-hand side simply as

∑

(x)(y)

x(1)y(1) ⊗ x(2)y(2).

3.5 Quantum Groups Associated with SL2(C)

In this section, wewill present twoHopf algebras whichwere discovered in the 1980s
and are quantizations of the special linear group SL2(C) and of its Lie algebra sl(2),
the latter consisting of all 2 × 2-matrices of trace 0. These Hopf algebras depend
on a parameter q. They have the particularity of being neither commutative, nor
cocommutative. They are instances of so-called quantum groups.

The term “quantum group” was introduced by Drinfeld in his Berkeley 1986
ICM address [18].3 As we mentioned in the introduction, the discovery of quantum
groups was a major event with spectacular applications in representation theory,
low-dimensional topology, and theoretical physics. The reader may learn more on
quantum groups in the monographies [11, 29, 31, 38, 42].

3Drinfeld along with other invited mathematicians from the Soviet Union was prevented by the
Soviet authorities to attend the conference; in Drinfeld’s absence his contribution was read by
Cartier.
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3.5.1 The Quantum Coordinate Algebra of SL2(C)

In Sect. 3.4.1, we considered the special linear group SL N (C) and its coordinate
algebra

O(SL N (C)) = C[(ai, j )1≤i, j≤N ]/(det(ai, j ) − 1).

Let us now restrict to the case N = 2. For simplicity, set SL(2) = O(SL2(C)).
We have

SL(2) = C[a, b, c, d]/(ad − bc − 1),

where a = a1,1, b = a1,2, c = a2,1 and d = a2,2. We can rewrite Formulas (3.8)–
(3.10) for the coproductΔ, the counit ε and the antipode S of the Hopf algebra SL(2)
in the following compact matrix form:

Δ

(

a b
c d

)

=
(

a b
c d

)

⊗
(

a b
c d

)

, (3.24)

ε

(

a b
c d

)

=
(

1 0
0 1

)

, (3.25)

S

(

a b
c d

)

=
(

d −b
−c a

)

. (3.26)

This is a compact version for the formulas

Δ(a) = a ⊗ a + b ⊗ c, Δ(b) = a ⊗ b + b ⊗ d,

Δ(c) = c ⊗ a + d ⊗ c, Δ(d) = c ⊗ b + d ⊗ d,

ε(a) = ε(d) = 1, ε(b) = ε(d) = 0,

S(a) = d, S(b) = −b, S(c) = −c, S(d) = a.

The Hopf algebra SL(2) is commutative, but not cocommutative, which can be
seen for instance on the formula forΔ(a). Its antipode is clearly an involution, which
follows of course from the fact that the map inv : g 
→ g−1 is involutive.

Now we introduce a non-commutative deformation of the Hopf algebra SL(2).
The deformation depends on a parameter q which we take to be a nonzero complex
number. Define SLq(2) to be the algebra generated by four generators a, b, c, d
subject to the relations

ba = qab, ca = qac,

db = qbd, dc = qcd,
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bc = cb, ad − da = (q−1 − q) bc,

ad − q−1bc = 1.

If q = 1, the previous relations reduce to the fact that the generators a, b, c, d
commute and satisfy the additional relation ad − bc = 1. Thus in this case, we have
SLq(2) = SL(2). If q �= 1, then clearly SLq(2) is not commutative, so it cannot be
isomorphic to SL(2).

The algebra SLq(2) is a Hopf algebra. Its coproduct Δ and counit ε are given by
the same formulas as for SL(2), namely by (3.24) and (3.25). However the antipode S
of SLq(2) is given, not by (3.26), but by another formula (depending on q), namely
in compact matrix form by

S

(

a b
c d

)

=
(

d −qb
−q−1c a

)

. (3.27)

The Hopf algebra SLq(2) provides our first example of a Hopf algebra that is
(for general q) neither commutative, nor cocommutative, and with non-involutive
antipode (for the latter, see Exercise3.18 below). The Hopf algebra SLq(2) is a
quantization of the coordinate algebra SL(2); this is another way of saying that
SLq(2) is a deformation of SL(2) as a Hopf algebra.

The Hopf algebra SLq(2) is an example of a quantum group. The Hopf algebras
O(GL N (C)) and O(SL N (C)) can be quantized in a similar fashion.

Exercise 3.17 (a) Compute the following expressions in SLq(2)⊗SLq(2) involving
the coproduct Δ defined by (3.24):

Δ(b)Δ(a) − qΔ(a)Δ(b), Δ(c)Δ(a) − qΔ(a)Δ(c),

Δ(d)Δ(b) − qΔ(b)Δ(d), Δ(d)Δ(c) − qΔ(c)Δ(d),

Δ(b)Δ(c) − Δ(c)Δ(b), Δ(a)Δ(d) − q−1Δ(b)Δ(c) − 1 ⊗ 1,

Δ(a)Δ(d) − Δ(d)Δ(a) − (q − q−1)Δ(b)Δ(c).

Deduce that Δ : SLq(2) → SLq(2) ⊗ SLq(2) is a morphism of algebras.
(b) Check that SLq(2) satisfies all axioms of a Hopf algebra.

Exercise 3.18 (The square of the antipode)

(a)Use (3.27) to compute the square S2 of the antipode of SLq(2) on the generators
a, b, c, d.

(b) Show that S2 has infinite order if q is not a root of unity.
(c) If q = exp(π

√−1/N ) for some integer N > 1, prove that S2 is a Hopf algebra
automorphism of SLq(2) of order N .

Exercise 3.19 For ε = ±1 define SL(ε)(2) to be the algebra generated by X, Y, Z , T
and the relations XY = Y X , X Z = Z X , XT = T X , Y Z = εZY , Y T = εT Y ,
Z T = εT Z , and X2 − εY 2 − εZ2 + εT 2 = 1.
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(a) Let ε = 1. Show that there is an algebra isomorphism ϕ : SL(ε)(2) → SL(2)
such thatϕ(X) = (a+d)/2,ϕ(Y ) = (a−d)/2,ϕ(Z) = (b+c)/2,ϕ(T ) = (b−c)/2.
Deduce Alg(SL(ε)(2), C) ∼= SL2(C).

(b) Let ε = −1. Show that Alg(SL(ε)(2), C) is the union of three quadrics lying
in three distinct planes (for further details, see [22, Sect. 4.2]).

3.5.2 A Quotient of SLq(2)

Let q be again a nonzero scalar. Consider the algebra Cq [X, X−1, Y ] generated by
three generators X, X−1, Y subject to the relations

X X−1 = X−1X = 1, Y X = q XY.

This algebra is non-commutative when q �= 1. Proceeding as in Exercise3.3, the
reader may check that the set {Xi Y j } where i runs over Z and j over N is a basis
ofCq [X, X−1, Y ]. The algebraCq [X, X−1, Y ] contains the quantum planeCq [X, Y ]
of Sect. 3.3.2.2 as a subalgebra.

The algebra Cq [X, X−1, Y ] has the structure of a Hopf algebra with coproductΔ,
counit ε and antipode S given on the generators X, Y by

Δ(X) = X ⊗ X, Δ(Y ) = X ⊗ Y + Y ⊗ X−1, (3.28)

ε(X) = 1, ε(Y ) = 0, S(X) = X−1, S(Y ) = −qY. (3.29)

The formula for Δ(Y ) shows that Cq [X, X−1, Y ] is a non-cocommutative Hopf
algebra.

Moreover, Cq [X, X−1, Y ] is a quotient of the Hopf algebra SLq(2) introduced in
Sect. 3.5.1; we have the following precise statement, whose proof we leave to the
reader.

Lemma 3.1 There is a surjective morphism of Hopf algebras

π : SLq(2) → Cq [X, X−1, Y ]

such that π(a) = X, π(b) = Y , π(c) = 0, and π(d) = X−1.

Since the morphism π kills the generator c of SLq(2), we can see Cq [X, X−1, Y ]
as a quantization of the coordinate algebra of the subgroup B of upper triangular
matrices in SL2(C).
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3.5.3 The Quantum Enveloping Algebra of sl(2)

We now describe another important quantum group, which is dual to the quantum
group SLq(2) in a sense which will be made precise in Lemma3.2 below.

This new algebra, denoted Uq sl(2), also depends on a nonzero complex parame-
ter q; we furthermore assume q �= ±1, so that q − q−1 �= 0.

We define Uq sl(2) to be the algebra generated by four elements E, F, K , K −1

subject to the relations
K K −1 = K −1K = 1,

K E = q2E K , K F = q−2F K ,

E F − F E = K − K −1

q − q−1
.

The algebra Uq sl(2) is called the quantum enveloping algebra4 of the Lie alge-
bra sl(2). The set {Ei F j K �}i, j∈N; �∈Z is a basis of Uq sl(2) considered as a complex
vector space (for a proof, see [31, PropositionVI.1.4]).

The algebraUq sl(2) is a Hopf algebra with coproductΔ, counit ε, and antipode S
given on the generators by

Δ(K ±1) = K ±1 ⊗ K ±1, ε(K ±1) = 1, S(K ±1) = K ∓1,

Δ(E) = 1 ⊗ E + E ⊗ K , ε(E) = 0, S(E) = −E K −1,

Δ(F) = K −1 ⊗ F + F ⊗ 1, ε(F) = 0, S(F) = −q−1F K .

The algebraUq sl(2) first appeared in a paper by Kulish and Reshetikhin; its Hopf
algebra structure is due to Sklyanin (cf. [39, 56]).

Consider the morphism of algebras ρ : Uq sl(2) → M2(C) given by

ρ(K ±1) =
(

q±1 0
0 q∓1

)

, ρ(E) =
(

0 1
0 0

)

, ρ(F) =
(

0 0
1 0

)

.

It is a two-dimensional representation of Uq sl(2). For any u ∈ Uq sl(2), the matrix
ρ(u) is of the form

ρ(u) =
(

A(u) B(u)

C(u) D(u)

)

.

This equality defines four linear forms A, B, C, D on Uq sl(2), hence four elements
A, B, C, D on the dual algebra Uq sl(2)ˇ whose product is given by (3.13).

4The concept of enveloping algebra of a Lie algebra is a classical concept of the theory of Lie
algebras; see for instance [15, 28, 31, 54]. The relationship between the quantum enveloping
algebra Uq sl(2) and the enveloping algebra of the Lie algebra sl(2) is explained in [31, VI.2].
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Lemma 3.2 There is a unique morphism of algebras ψ : SLq(2) → Uq sl(2)ˇ such
that

ψ(a) = A, ψ(b) = B, ψ(c) = C, ψ(d) = D.

For a proof, we refer to [31, Sect.VII.4]. Takeuchi [60] showed that ψ is injec-
tive; thus, SLq(2) embeds into the dual of the quantum enveloping algebra Uq sl(2).
Actually, the image of the morphism ψ lies inside the restricted dual Hopf alge-
bra Uq sl(2)◦, as defined in Remark3.1.

Exercise 3.20 Prove that the map ρ : Uq sl(2) → M2(C) defined above is a mor-
phism of algebras. Give a proof of Lemma3.2.

Exercise 3.21 Check that the group-like elements of Uq sl(2) consist of the powers
K k of K (k ∈ Z).

Exercise 3.22 Show that the following element of Uq sl(2) belongs to its center:

E F + q−1K + q K −1

(q − q−1)2
.

Remark 3.3 Drinfeld [17, 18] and Jimbo [30] generalized the construction of
Uq sl(2) to any symmetrizable Kac–Moody Lie algebra g. The resulting Hopf
algebra Uq g is a quantization of the universal enveloping algebra of g.

3.5.4 A Finite-Dimensional Quotient of Uq sl(2)

The quantum enveloping algebra Uq sl(2) has an interesting quotient when q is a
root of unity of order d (d ≥ 3 since q �= ±1). Assume q is such a root of unity. Set
e = d if d is odd, and e = d/2 if d is even; we have e ≥ 2.

Let I be the two-sided ideal of Uq sl(2) generated by Ee, Fe, and K e − 1. Define
the quotient-algebra

ud = Uq sl(2)/I.

It can be shown that the set {Ei F j K �}1≤i, j,�≤e−1 of elements of Uq sl(2) maps to
a basis of ud (for a proof, see [31, PropositionVI.5.8]). Therefore, ud is finite-
dimensional of dimension equal to e3.

Moreover, there is a unique Hopf algebra structure on ud such that the natural pro-
jectionUq sl(2) → ud is a morphism of Hopf algebras (see [31, Proposition IX.6.1]).

Exercise 3.23 Let q be a root of unity of order d ≥ 3 and e as above. Show that the
elements Ee, Fe, K e lie in the center of Uq sl(2).

We will come back to Uq sl(2) and ud in Sect. 3.8.3.
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3.6 Group Actions in Non-commutative Geometry

Our next step is to extend the concept of a group action to the world of non-
commutative spaces. We need to introduce the concept of a comodule algebra over
a Hopf algebra. As we shall see, such a concept covers various situations.

3.6.1 Comodule-Algebras

Fix a Hopf algebra H with coproduct Δ and counit ε.

Definition 3.4 A (right) H-comodule algebra is an (associative unital) algebra A
equipped with a morphism of algebras δ = A → A ⊗ H , called the coaction,
satisfying the following properties:

(a) (Coassociativity)

(δ ⊗ idH ) ◦ δ = (idA ⊗ Δ) ◦ δ, (3.30)

(b) (Counitarity)
(idA ⊗ ε) ◦ δ = idA, (3.31)

where we have identified A ⊗ C with A.

Any H -comodule algebra A contains a subalgebra, which will turn out to be of
importance to us, namely the subalgebra of A on which the coaction δ is trivial:

Aco−H = {a ∈ A | δ(a) = a ⊗ 1} .

The elements of Aco−H are called coinvariant.

Exercise 3.24 Show that Aco−H is a subalgebra of A and that the unit 1A of A
belongs to Aco−H .

The following example of a comodule algebra shows that this concept extends
group actions to non-commutative algebra.

Example 3.9 Let G be a finite group acting on the right on a finite set X . Then the
action, which is a map X × G → X , induces a morphism of algebras δ between the
corresponding function algebras

δ : O(X) → O(X × G) = O(X) ⊗ O(G).

Equipped with δ, the algebra O(X) becomes an H -comodule algebra for the Hopf
algebra H = O(G).
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Let Y = X/G be the set of orbits of the action of G on X . Then the projection
X → Y sending each element x ∈ X to its orbit xG induces an injective mor-
phism of algebras O(Y ) → O(X). It can be checked that O(Y ) coincides with the
subalgebra O(X)co−O(G) of coinvariant elements of O(X).

Example 3.10 In Definition3.4 set A to be equal to the Hopf algebra H and the
coaction δ to be equal to the coproduct Δ of H . Then H becomes an H -comodule
algebra. We claim that any coinvariant element x ∈ H is a scalar multiple of the
unit 1 of H . Indeed, applying ε ⊗ id to both sides of the equality Δ(x) = x ⊗ 1 and
using (3.12), we obtain x = ε(x) 1, which yields the desired conclusion.

We now give more examples of comodule algebras.

3.6.2 Group-Graded Algebras

Let G be a group.

Definition 3.5 A G-graded algebra is an algebra A together with a vector space
decomposition

A =
⊕

g∈G

Ag,

where each Ag is a linear subspace of A such that

(a) Ag Ah ⊂ Agh for all g, h ∈ G, which means that the product ab belongs to Agh

whenever a ∈ Ag and b ∈ Ah ;
(b) the unit 1A of A is in Ae, where e is the unit of the group G.

It follows from the definition that Ae is a subalgebra of A and that each Ag is an
Ae-bimodule under the product of A.

When G = Z/2 is the cyclic group of order 2, then a G-graded algebra is often
called a superalgebra.

We next show that a G-graded algebra is the same as a C[G]-comodule algebra,
whereC[G] is the convolution algebra of the group G with its Hopf algebra structure
defined in Sect. 3.4.4.2 (see also [7, Lemma4.8]).

Proposition 3.4 (a) Any G-graded algebra A is a C[G]-comodule algebra. More-
over, Aco−C[G] = Ae.

(b) Conversely, any C[G]-comodule algebra is a G-graded algebra.

Proof (a) We define a linear map δ : A → A ⊗ C[G] by
δ(a) = a ⊗ g for all a ∈ Ag.

The map δ is a morphism of algebras in view of Conditions (a) and (b) of
Definition3.5. Let us check the coassociativity and counitarity conditions of
Definition3.4 for δ. Firstly, for any a ∈ Ag ,
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(δ ⊗ idH ) ◦ δ(a) = (δ ⊗ idH )(a ⊗ g) = a ⊗ g ⊗ g.

Similarly,
(idA ⊗ Δ) ◦ δ(a) = (idA ⊗ Δ)(a ⊗ g) = a ⊗ g ⊗ g

in viewof (3.20). Therefore, (δ⊗ idH )◦δ = (idA ⊗ Δ)◦δ holds on each subspace Ag ,
hence on A. Secondly, for any a ∈ Ag ,

(idA ⊗ ε) ◦ δ(a) = (idA ⊗ ε)(a ⊗ g) = a ε(g) = a

again in view of (3.20).
The inclusion Ae ⊂ Aco−C[G] follows from the definition of δ and from the fact

that e is the unit of C[G]. Let us prove the converse inclusion. For a general element
a = ∑

g∈G ag ∈ A with each ag ∈ Ag , we have

δ(a) =
∑

g∈G

ag ⊗ g.

Since the elements g ∈ G are linearly independent in C[G], we see that, if a is
coinvariant, i.e., δ(a) = a ⊗ e, then ag = 0 for all g �= e. Thus any coinvariant
element belongs to Ae.

(b) Assume now that A is a C[G]-comodule algebra with coaction δ. Using the
natural basis {g}g∈G of C[G], we can expand δ(a) ∈ A ⊗ C[G] for any a ∈ A
uniquely as

δ(a) =
∑

g∈G

pg(a) ⊗ g

where each pg(a) belongs to A. It is clear that a 
→ pg(a) defines a linear endomor-
phism pg of A.

Let us now express the coassociativity of the coaction δ. On one hand, we have

(δ ⊗ idH ) ◦ δ(a) = (δ ⊗ idH )

⎛

⎝

∑

g∈G

pg(a) ⊗ g

⎞

⎠ =
∑

g∈G

∑

h∈G

ph(pg(a)) ⊗ h ⊗ g.

On the other hand,

(idA ⊗ Δ) ◦ δ(a) = (idA ⊗ Δ)

⎛

⎝

∑

g∈G

pg(a) ⊗ g

⎞

⎠ =
∑

g∈G

pg(a) ⊗ g ⊗ g.

Identifying both right-hand sides in view of (3.30), we obtain

ph ◦ pg =
{

pg if g = h,

0 otherwise.
(3.32)
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Next, the counitarity condition (3.31) implies that

a = (idA ⊗ ε) ◦ δ(a) = (idA ⊗ ε)

⎛

⎝

∑

g∈G

pg(a) ⊗ g

⎞

⎠

=
∑

g∈G

pg(a) ε(g) =
∑

g∈G

pg(a).

In other words,
∑

g∈G

pg = idA . (3.33)

Define the linear subspace Ag = pg(A) of A for all g ∈ G. The equality (3.33)
implies

∑

g∈G Ag = A. Let us check that this sum is a direct sum. Indeed, let us
assume that

∑

g∈G pg(ag) = 0 in A for a family (ag) of elements of A and apply ph

to it for a fixed element h ∈ G. By (3.32), we obtain

0 = ph

⎛

⎝

∑

g∈G

pg(ag)

⎞

⎠ =
∑

g∈G

ph(pg(ag)) = ph(ah).

Since this holds for any h ∈ G, we see that each summand in the sum
∑

g∈G pg(ag)

vanishes.
We claim that δ(a) = a ⊗ g for any a ∈ Ag . Indeed, an element of Ag is of the

form a = pg(a′) for some a′ ∈ A. Using (3.32), we obtain

δ(a) =
∑

h∈G

ph(a) ⊗ h =
∑

h∈G

ph(pg(a
′)) ⊗ h = pg(a

′) ⊗ g = a ⊗ g.

It remains to check that ab belongs to Agh for all a ∈ Ag and b ∈ Ah , and that 1A

belongs to Ae. For the first requirement, we have δ(a) = a ⊗ g and δ(b) = b ⊗ h.
Since δ is a morphism of algebras, we have

δ(ab) = δ(a)δ(b) = (a ⊗ g)(b ⊗ h) = ab ⊗ gh,

which proves that the product ab belongs to Agh .
For the second requirement, we have δ(1A) = 1A ⊗ e; thus, the unit of the algebra

belongs to the component Ae indexed by the unit e of the group. �
Let us give a few examples of group-graded algebras.

Example 3.11 By Example3.10 we know that the Hopf algebra C[G] is itself a
C[G]-comodule algebra with coaction equal to the coproduct Δ of C[G]. Since
Δ(g) = g ⊗ g by (3.20), we deduce from Proposition3.4 and its proof that C[G]
is a G-graded algebra C[G] = ⊕

g∈G Ag , where each g-component Ag is one-
dimensional and consists of all scalar multiples of the element g.
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Example 3.12 (Gradings on matrix algebras)

(a) Consider the algebra MN (C) of N × N -matrices. Let Ei, j ∈ MN (C) be the
matrix whose entries are all zero, except for the (i, j)-entry which is equal to 1. The
N 2 matrices Ei, j (1 ≤ i, j ≤ N ) form a basis of MN (C).

The algebra MN (C) can be given many group gradings. Indeed, let G be a group
and (g1, . . . , gN ) be an N -tuple of elements of G. For any g ∈ G, let Ag be the vector
space spanned by all matrices Ei, j such that gi g

−1
j = g; we set Ag = 0 is there is

no couple (i, j) such that gi g
−1
j = g. Then the decomposition MN (C) = ⊕

g∈G Ag

yields the structure of a G-graded algebra on MN (C) (check this claim!).
(b) As a special case of the previous gradings, take G = Z/N to be the cyclic

group generated by an element t of order N and

(g1, . . . , gN ) = (e, t, t2, . . . , t N−1).

Then MN (C) has a grading MN (C) = ⊕N−1
k=0 Atk for which Atk consists of all

matrices (ai, j )1≤i, j≤N such that ai, j = 0 if i − j �≡ k (mod N ). In particular, Ae is
the subalgebra of diagonal matrices. Each Atk is N -dimensional.

Example 3.13 LetH be the four-dimensional algebra of complex quaternions. Recall
that it has a basis {1, i, j, k} such that themultiplication ofH is given by the following
rules: 1 is the unit and

i2 = j2 = k2 = −1, i j = − j i = k, jk = −k j = i, ki = −ik = j.

The algebra H is G-graded, where G is the group (Z/2)2 of order 4: We have

A(0,0) = C 1, A(1,0) = C i, A(0,1) = C j, A(1,1) = C k.

There is an isomorphism of algebras ψ : H → M2(C) given by

ψ(1) =
(

1 0
0 1

)

, ψ(i) =
(

0
√−1√−1 0

)

,

ψ( j) =
(

0 −1
1 0

)

, ψ(k) =
(√−1 0

0 −√−1

)

.

This isomorphism induces a (Z/2)2-grading on M2(C). Such a grading is not of the
form presented in Example3.12 (b) above.

3.6.3 Algebras with Group Actions

Let G be a group.
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Definition 3.6 A G-algebra is an algebra A together with a group homomorphism
ρ : G → Aut(A) such that each ρ(g) is an algebra automorphism of A.

The subspace AG consisting of all elements a ∈ A such that ρ(g)(a) = a for all
g ∈ A forms a subalgebra of G. The elements of AG are called G-invariants.

Any algebra has the structure of a G-algebra with G taken to be (a subgroup
of) the group of algebra automorphisms of A. Let us give a few more examples of
G-algebras.

Example 3.14 If K is a finite Galois extension of a number field k with Galois
group G, then G acts by automorphisms on K and we have K G = k.

Example 3.15 The general linear group GL N (C) acts by conjugation on the matrix
algebra MN (C). The GL N (C)-invariants are the scalar multiples of the identity
matrix.

Assume now that the group G is finite. Consider the Hopf algebra O(G) (intro-
duced in Sect. 3.4.4.1) and its basis {δg}g∈G of δ-functions.

Proposition 3.5 (a) Any G-algebra A is an O(G)-comodule algebra with coaction
δ : A → A ⊗ O(G) given for all a ∈ A by

δ(a) =
∑

g∈G

ρ(g)(a) ⊗ δg.

Moreover, the subalgebra Aco−O(G) of coinvariant elements coincides with the sub-
algebra AG of G-invariant elements of A:

Aco−O(G) = AG .

(b) Conversely, any O(G)-comodule algebra is a G-algebra.

The proof is left to the reader, who is invited to take inspiration from the proof of
Proposition3.4.

3.6.4 The Quantum Plane and Its SLq(2)-coaction

The special linear group SL2(C) acts on the two-dimensional vector space C
2

by matrix multiplication. As a special case of Example3.9, the coordinate alge-
bra C[X, Y ] of C

2 becomes a SL(2)-comodule algebra. Recall from Sect. 3.5.1 that

SL(2) = C[a, b, c, d]/(ad − bc − 1)

is the coordinate algebra of SL2(C). It is easy to check that the corresponding coaction
δ : C[X, Y ] → C[X, Y ] ⊗ SL2(C) is given by
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δ(X, Y ) = (X, Y ) ⊗
(

a b
c d

)

, (3.34)

which is short for

δ(X) = X ⊗ a + Y ⊗ c and δ(Y ) = X ⊗ b + Y ⊗ d.

In Sect. 3.5.1, we quantized SL(2) using a complex parameter q �= 0. We now
proceed to quantize the previous coaction. To this end, we replace C[X, Y ] by the
quantum plane Cq [X, Y ] = C 〈X, Y 〉/(Y X − q XY ) introduced in Sect. 3.3.2.2.

Theorem 3.2 The map δ given by (3.34) equips the quantum plane Cq [X, Y ] with the
structure of a SLq(2)-comodule algebra. Moreover, the subalgebra of coinvariants
of Cq [X, Y ] is C1.

The second assertion is the non-commutative analogue of the fact that the only
point of the plane which is invariant under the action of SL2(C) is the origin.

Proof (a) We first have to establish that δ is a morphism of algebras. It suffices to
check that δ(Y )δ(X) = q δ(X)δ(Y ). Using (3.34), we have

δ(Y )δ(X) = (X ⊗ b + Y ⊗ d)(X ⊗ a + Y ⊗ c)

= X2 ⊗ ba + Y X ⊗ da + XY ⊗ bc + Y 2 ⊗ dc.

Similarly,

δ(X)δ(Y ) = (X ⊗ a + Y ⊗ c)(X ⊗ b + Y ⊗ d)

= X2 ⊗ ab + Y X ⊗ cb + XY ⊗ ad + Y 2 ⊗ cd.

Now using the defining relations of SLq(2) and the relation Y X = q XY , we obtain

δ(Y )δ(X) − q δ(X)δ(Y ) = X2 ⊗ (ba − qab) + Y X ⊗ (da − qcb)

+XY ⊗ (bc − qad) + Y 2 ⊗ (dc − qcd)

= XY ⊗ q(da − qcb + q−1bc − ad)

= −XY ⊗ q(ad − da − (q−1 − q)bc) = 0.

The map δ being a morphism of algebras, it is enough to check its coassociativity
and its counitarity on the generators X, Y , which is easy to do.

(b) Let ω ∈ Cq [X, Y ] be a coinvariant element, i.e., δ(ω) = ω ⊗ 1. Recall
the morphism of Hopf algebras π : SLq(2) → Cq [X, X−1, Y ] of Lemma3.1. The
composed map

δ′ = (id⊗ π) ◦ δ : Cq [X, Y ] → Cq [X, Y ] ⊗ Cq [X, X−1, Y ]
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turns the quantum planeCq [X, Y ] into aCq [X, X−1, Y ]-comodule algebra. We have
δ′(ω) = (id⊗ π)(ω ⊗ 1) = ω ⊗ π(1) = ω ⊗ 1. Thus ω is coinvariant for the
Cq [X, X−1, Y ]-coaction. Now, it follows from (3.34) and the formula for π that

δ′(X) = X ⊗ π(a) + Y ⊗ π(c) = X ⊗ X

and
δ′(Y ) = X ⊗ π(b) + Y ⊗ π(d) = X ⊗ Y + Y ⊗ X−1.

Comparing with Formula (3.28) for the coproduct Δ of the Hopf algebra Cq

[X, X−1, Y ], we see that δ′ is the restriction of Δ to the subalgebra Cq [X, Y ]. It
follows from this remark and from Example3.10 that ω is a scalar multiple of the
unit of Cq [X, X−1, Y ], which is also the unit of Cq [X, Y ]. �

Exercise 3.25 Let q be a nonzero complex number. For any integer r > 0 define
the q-integer [r ] by

[r ] = 1 + q + · · · + qr−1 = qr − 1

q − 1
.

and the q-factorial [r ]! by

[r ]! =
r

∏

k=1

[k] = (q − 1)(q2 − 1) · · · (qr − 1)

(q − 1)r
.

We agree that [0]! = 1. For 0 ≤ r ≤ n we define the q-binomial coefficient

[

n
r

]

= [n]!
[r ]! [n − r ]! .

(a) For 0 < r < n show the following q-analogue of the Pascal identity

[

n
r

]

=
[

n − 1
r − 1

]

+ qr

[

n − 1
r

]

.

(b) Let X, Y be variables subject to the relation Y X = q XY . Prove the q-binomial
formula

(X + Y )n =
n

∑

r=0

[

n
r

]

Xr Y n−r .

Exercise 3.26 Recall the basis {Xi Y j }i, j∈N of the quantum plane Cq [X, Y ]. Com-
pute δ(Xi Y j ) for the coaction (3.34).
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3.6.5 Quantum Homogeneous Spaces

Let G be an algebraic group and G ′ be an algebraic subgroup. To this data, we
associate the homogeneous space G/G ′, whose elements are the left cosets gG ′
of G ′ in G with respect to g ∈ G; in other words, two elements g1, g2 ∈ G represent
the same element of G/G ′ if and only if there exists g′ ∈ G ′ such that g2 = g1g′.

To the inclusion i : G ′ ↪→ G corresponds the morphism of Hopf algebras π =
i∗ : O(G) → O(G ′), which sends a function u ∈ O(G) to its restriction to G ′. The
map π is surjective. The composition

δ = (id⊗ π) ◦ Δ : O(G) → O(G) ⊗ O(G ′)

turns O(G) into an O(G ′)-comodule algebra. Let us consider the subalgebra

O(G)co−O(G ′) ⊂ O(G)

of coinvariant elements.

Lemma 3.3 An element u ∈ O(G) belongs to the subalgebra O(G)co−O(G ′) if and
only if u(gg′) = u(g) for all g ∈ G and g′ ∈ G ′.

Proof IdentifyingO(G)⊗O(G ′) withO(G × G ′) and using Formula (3.19) for the
coproduct of O(G), we see that the above coaction δ sends an element u ∈ O(G) to
the function δ(u) ∈ O(G × G ′) given by

δ(u)(g, g′) = u(gg′)

for all g ∈ G and g′ ∈ G ′. Such an element u is coinvariant if and only if δ(u) = u⊗1,
which is equivalent to δ(u)(g, g′) = u(g)1 for all g ∈ G and g′ ∈ G ′. ��

It follows from the lemma and the above description of G/G ′ that the subal-
gebra O(G)co−O(G ′) of coinvariant elements can be identified with the coordinate
algebra O(G/G ′) of the homogeneous space G/G ′.

The non-commutative analogue of a homogeneous space is the following. Let
π : H → H̄ be a surjective morphism of Hopf algebras. The map

δ = (id⊗ π) ◦ Δ : H → H ⊗ H̄

turns H into an H̄ -comodule algebra. Let us consider the subalgebra H co−H̄ of
coinvariant elements; by analogy with the previous classical case we call H co−H̄ a
quantum homogeneous space.

This general construction provides many examples of quantum homogeneous
spaces; see [9, 14, 24, 25, 40, 41, 50, 53]. We have already encountered such a situ-
ation with the surjective morphism of Hopf algebras π : SLq(2) → Cq [X, X−1, Y ]
in Sect. 3.5.2, where Cq [X, X−1, Y ] has been hinted at as a quantization of the coor-
dinate algebra of the subgroup B of upper triangular matrices in SL2(C). It is well
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known that the homogeneous space SL2(C)/B is in bijection with the projective
line CP

1. Therefore the subalgebra SLq(2)co−Cq [X,X−1,Y ] can be seen as a quantiza-
tion of CP

1.

3.7 Hopf Galois Extensions

It was noticed in the 1990s (see [9, 19, 53]) that the right non-commutative version
of a principal fiber bundle is the concept of a Hopf Galois extension, a notion which
had been introduced in the 1960s by algebraists in order to extend the classical Galois
theory of field extensions to a more general framework.

Let us now define Hopf Galois extensions. The use of the word “Galois” in this
expression will be justified by Example3.16 below.

3.7.1 Definition and Examples

Definition 3.7 Let H be a Hopf algebra and B an (associative unital) algebra. An
H-Galois extension of B is an H -comodule algebra A with coaction δ : A → A⊗ H
such that the following three conditions hold:

(i) A contains B as a subalgebra;
(ii) B = Aco−H = {a ∈ A | δ(a) = a ⊗ 1};
(iii) the linear map

β : A ⊗ A → A ⊗ H ; a ⊗ a′ 
→ (a ⊗ 1) δ(a′) (3.35)

induces a linear isomorphism A ⊗B A
∼=−→ A ⊗ H .

Let us comment on Condition (iii). Firstly, the vector space A⊗B A is by definition
the quotient of A ⊗ A by the subspace U spanned by all tensors of the form

ab ⊗ a′ − a ⊗ ba′. (a, a′ ∈ A, b ∈ B)

Condition (iii) implies that the map β factors through the quotient space A ⊗B A.
Let us check this: It is enough to verify that β vanishes on the generators of the
subspace U . Indeed,

β(ab ⊗ a′ − a ⊗ ba′) = (ab ⊗ 1) δ(a′) − (a ⊗ 1) δ(ba′)
= (a ⊗ 1)(b ⊗ 1) δ(a′) − (a ⊗ 1) δ(b) δ(a′) = 0

in view of the fact that b is coinvariant, hence satisfies δ(b) = b ⊗ 1.



3 Principal Fiber Bundles in Non-commutative Geometry 113

The map β in Condition (iii) is the non-commutative analogue of the map γ :
G × P → P × P defined by (3.1), and the isomorphism A ⊗B A

∼=−→ A ⊗ H is the
non-commutative analogue of the bijection γ : G × P → P ×X P . For this reason,
a Hopf Galois extension can be seen as a non-commutative principal fiber bundle.

Remark 3.4 Let A be an H -Galois extension of B. Observe that, if dim A is finite,
then so are dim A⊗A and dim A⊗B A. In viewof the isomorphism A⊗B A ∼= A⊗H ,
we deduce that the Hopf algebra H is finite-dimensional and that dim H ≤ dim A.
If in addition B = C is the ground field, then A⊗B A = A⊗ A and dim H = dim A.

Remark 3.5 Sometimes in the definition of an H -Galois extension A of B one also
requires A to be faithfully flat as a left B-module. This means that taking the tensor
product ⊗B M with a sequence of right B-modules produces an exact sequence if
and only if the original sequence is exact. Finite-rank free or projective modules are
examples of faithfully flat modules. The Hopf Galois extensions we will consider in
Sect. 3.8 satisfy this extra condition.

According to [12, Sect. 7], Definition3.7 was introduced to give a generalization
of Galois theory to arbitrary commutative rings, the finite group of automorphisms
in the classical theory being replaced by a Hopf algebra.

Let us now present the prototypical example of a Hopf Galois extension, which
justifies the terminology used.

Example 3.16 If K is a finite Galois extension of a number field k with Galois
group G, then by Proposition3.5 (a) the field K is an O(G)-comodule k-algebra
with coaction δ given for all a ∈ K by

δ(a) =
∑

g∈G

ga ⊗ δg.

We know that the subalgebra of coinvariant elements of K is the subalgebra of
G-invariant elements, therefore coinciding with the field k. The map

β : K ⊗k K → K ⊗k O(G)

defined by (3.35) is an isomorphism (see e.g., [46, Sect. 8.1.2]). Therefore, K is an
O(G)-Galois extension of k.

Here are more examples of Hopf Galois extensions.

Example 3.17 If P → X is a principal G-bundle, then O(P) is an O(G)-Galois
extension of O(X).

Example 3.18 Let A = C[x, x−1] be the algebra of Laurent polynomials in one vari-
able and let n ≥ 1 be an integer. We can give A aZ/n-grading by setting deg(xi ) ≡ i
(mod n). This is a strong grading in the sense defined above. The algebra A becomes
a C[Z/n]-Galois extension of the subalgebra B = C[xn, x−n]. This is the algebraic
version of the principal Z/n-bundle πn : S1 → S1 of Example3.2.
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Example 3.19 (Strongly graded algebras) Let G be a group. We know (see
Proposition3.4) that any G-graded algebra A is a C[G]-comodule algebra. Recall
that the subalgebra of coinvariants is the e-component Ae. Such a comodule algebra is
a C[G]-Galois extension of Ae if and only if A is a strongly G-graded algebra, i.e., a
G-graded algebra such that Ag Ah = Agh for all g, h ∈ G (see [46, Theorem8.1.7]).

The matrix algebra MN (C) with the Z/N -grading given in Example3.12 (b) and
the algebra of quaternions with the (Z/2)2-grading of Example3.13 are strongly
graded algebras.

Remark 3.6 In classical differential geometry once one has a principalG-bundle, one
can construct a vector bundle associated with it and with an additional representation
of G, equip this vector bundle with a connection, and derive various characteristic
classes. Nowadays these classical constructions have non-commutative counterparts;
for details, see [9, 14, 24, 25, 49, 62].

3.7.2 The Classification Problem

We say that two H -Galois extensions A, A′ of B are isomorphic if there is an iso-
morphism of H -comodule algebras A → A′.

In Sect. 3.2.4 (see Corollary3.1), we showed how to classify principal G-bundles:
there exists a bijection

[X, BG] ∼=−→ IsoG(X)

which is functorial in X . Recall that IsoG(X) is the set of homeomorphism classes of
principal G-bundles with base space X and [X, BG] is the set of homotopy classes
of continuous maps from X to BG.

We wish likewise to classify all H -Galois extensions of B up to isomorphism for
a given Hopf algebra H and a given algebra B. In other words, we would like to
compute the set GalH (B) of isomorphism classes of H -Galois extensions of B.

So far not many general results on GalH (B) are available. Here is one.

Theorem 3.3 The set GalH (B) is non-empty.

This is a consequence of the following result.

Proposition 3.6 The tensor product algebra A = B ⊗ H is an H-Galois extension
of B = B ⊗ 1 with coaction δ = idB ⊗ Δ : A = B ⊗ H → A ⊗ H = B ⊗ H ⊗ H,
where Δ is the coproduct of H.

This Hopf Galois extension is called the trivial Hopf Galois extension. Its isomor-
phism class is thus a special point of GalH (B), just as the trivial principal G-bundle
is a special element of the set IsoG(X) of homeomorphism classes of principal G-
bundles with given base space X .
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Proof The map δ turns A into an H -comodule algebra. Proceeding as in
Example3.10, we prove that the subalgebra of coinvariant elements coincides
with B ⊗ 1 = B.

Finally we have to establish that the map β : A ⊗B A → A ⊗ H of (3.35) is an
isomorphism. Now

A ⊗B A = (B ⊗ H) ⊗B (B ⊗ H) = B ⊗ H ⊗ H

and A ⊗ H = B ⊗ H ⊗ H . It suffices to check that the map β1 : H ⊗ H → H ⊗ H
defined for all x, y ∈ H by

β1(x ⊗ y) = (x ⊗ 1)Δ(y) =
∑

(y)

xy(1) ⊗ y(2)

is a linear isomorphism (here again we use the Heyneman–Sweedler sigma notation
of Sect. 3.4.5). Define a map β2 in the other direction by

β2(x ⊗ y) = (x ⊗ 1)(S ⊗ id)(Δ(y)) =
∑

(y)

x S(y(1)) ⊗ y(2).

On the one hand, by (3.23) and (3.22) we have

(β1 ◦ β2)(x ⊗ y) =
∑

(y)

x S(y(1))y(2) ⊗ y(3) =
∑

(y)

xε(y(1)) ⊗ y(2)

= x ⊗
∑

(y)

ε(y(1))y(2) = x ⊗ y,

which proves β1 ◦ β2 = idH⊗H . On the other,

(β2 ◦ β1)(x ⊗ y) =
∑

(y)

xy(1)S(y(2)) ⊗ y(3) =
∑

(y)

xε(y(1)) ⊗ y(2)

= x ⊗
∑

(y)

ε(y(1))y(2) = x ⊗ y.

This completes the proof of the bijectivity of β1, hence of β. �

3.7.3 The Set GalH(C) May Be Non-trivial

We observed in Sect. 3.2.1 that any fiber bundle over a point is trivial. The corre-
sponding result for H -Galois extensions of the ground fieldCmay not hold. To show
this let us present examples of Hopf algebras H for which cardGalH (C) > 1.
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It is convenient to introduce the following definition.

Definition 3.8 Let H be a Hopf algebra. An H-Galois object is an H -Galois exten-
sion of C.

3.7.3.1 The Case of a Group Algebra

Let us consider H = C[G] for some group G. We now describe GalH (C) for this
Hopf algebra.

By Example3.19, we know that any C[G]-Galois extension A of C is a strongly
G-graded algebra A = ⊕

g∈G Ag such that Ae = C. Since it is strongly graded, it
follows that each component Ag is one-dimensional. Let us pick a nonzero element
ug in each Ag . Then the product structure of the algebra A is determined by the
products uguh for each pair (g, h) of elements of G. We have

uguh = λ(g, h) ugh ∈ Agh (3.36)

for some scalar λ(g, h) depending on g and h. Such a scalar is nonzero since by
definition the multiplication map Ag × Ah → Agh is surjective. Thus, the family of
scalars λ(g, h) defines a map λ : G × G → C

×, where C
× = C \ {0}.

The map λ satisfies an additional relation called cocyclicity, originating from the
fact that the product of A is associative. Indeed, we have (uguh)uk = ug(uhuk) for
all g, h, k ∈ G. Using (3.36), we obtain the following equality

λ(g, h) λ(gh, k) = λ(h, k) λ(g, hk) (3.37)

for all g, h, k ∈ G. A map λ : G × G → C
× satisfying the identity (3.37) is called

a 2-cocycle for the group G.
It can be checked (see any textbook on group cohomology, for instance [8]) that

the pointwise multiplication of maps from G × G to C
× induce an abelian group

structure on the set Z2(G, C
×) of 2-cocycles for G.

Let us choose another nonzero element vg in each Ag . Then we have vg = μ(g) ug

for some nonzero scalar μ(g). Combining this with (3.36), we obtain vgvh =
λ′(g, h) vgh , where

λ′(g, h) = μ(g)μ(h)

μ(gh)
λ(g, h) (3.38)

for all g, h ∈ G.We say that two 2-cocyclesλ, λ′ are cohomologous if they are related
by an equation of the form (3.38). It is easy to check that for anymapμ : G → C

× the
assignment (g, h) 
→ μ(g)μ(h)/μ(gh) is a 2-cocycle, which we call a coboundary.
Moreover, the set B2(G, C

×) of coboundaries is a subgroup of Z2(G, C
×).

We define the second cohomology group of G as the quotient

H 2(G, C
×) = Z2(G, C

×)/B2(G, C
×).
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It follows from the previous arguments that we have a bijection

GalC[G](C) ∼= H 2(G, C
×). (3.39)

Example 3.20 It is well known (see [8, V.6]) that for a cyclic group G (infinite or
not) we have H 2(G, C

×) = 0; for such a group GalC[G](C) is then trivial by (3.39),
i.e., any C[G]-Galois object is trivial.
Example 3.21 Let G = (Z/N )r for some integer r ≥ 2. Then

H 2(G, C
×) ∼= (Z/N )r(r−1)/2,

which implies that GalC[G](C) > 1 for such a group. This is of course a rather
surprising result, which again shows that non-commutative geometry has features
which classical geometry does not have.

Example 3.22 Evenmore surprising, if G = Z
r is the free abelian group of rank r ≥

2, then
H 2(G, C

×) ∼= (C×)r(r−1)/2.

Hence, for r ≥ 2 there are infinitely many isomorphism classes of C[Zr ]-Galois
objects.

Remark 3.7 In contrast with Example3.20, the cohomology group H 2(Z/2, R
×) of

the cyclic group of order 2, now with coefficients in R
× = R \ {0}, is not trivial:

H 2(G, R
×) = R

×/(R×)2 ∼= Z/2.

Proceeding as above, we deduce that, up to isomorphism, there are two real Z/2-
Galois extensions of R. The trivial one is R[Z/2] = R[x]/(x2 − 1) ∼= R × R,
which has zero divisors. The second one is the field C = R[x]/(x2 + 1) of complex
numbers. Both are two-dimensional superalgebras, with the even part spanned by
the unit 1 and the odd part by the image of x .

Remark 3.8 Group algebras are cocommutative Hopf algebras and by (3.39) the
group GalH (C) is abelian in this case. More generally, for any cocommutative Hopf
algebra H , the set GalH (C) has the structure of an abelian group; its product is
induced by the cotensor product5 of comodule algebras (see for example [10, 10.5.3]).

3.7.3.2 Taft Algebras

Let N be an integer ≥2 and q a root of unity of order N . The Taft algebra of
dimension N 2 is the algebra HN 2 generated by two generators g, x subject to the
relations

5The concept of the cotensor product of comodules was first introduced in [20]. See also [46, 58].
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gN = 1, x N = 0, xg = q gx .

It is a Hopf algebra with

Δ(g) = g ⊗ g, Δ(x) = 1 ⊗ x + x ⊗ g, ε(g) = 1, ε(x) = 0.

This Hopf algebra is neither commutative, nor cocommutative. When N = 2, the
four-dimensional Hopf algebra H4 is known under the name of Sweedler algebra.

For any s ∈ C consider the algebra

As = C 〈 G, X 〉/ (

G N − 1, X N − s, XG − q G X
)

.

It is a right HN 2 -Galois object with coaction given by

Δ(G) = G ⊗ g, Δ(X) = 1 ⊗ x + X ⊗ g.

By [44, Propositions2.17 and 2.22] (see also [16]), any HN 2 -Galois object is iso-
morphic to As for some scalar s, and any two such Galois objects As and At are
isomorphic if and only if s = t . Therefore,

GalHN2 (C) ∼= C,

which is an abelian group although the Hopf algebra HN 2 is not cocommutative.
See also [5, 6, 47, 48] for the determination of GalH (C) for other finite-dimen-

sional Hopf algebras H generalizing the Sweedler algebra.

3.7.3.3 The Quantum Enveloping Algebra Uq g

Masuoka [45] determined GalH (C) when H = Uq g is Drinfeld–Jimbo’s quantum
enveloping algebra mentioned in Sect. 3.5.3, Remark3.3. A partial result had been
given in [37, Theorem4.5] under the form of a surjection

GalH (C) � H 2(Zr , C
×) ∼= (C×)r(r−1)/2,

where r is the size of the corresponding Cartan matrix (see also [4]).

3.7.4 Push-Forward of Central Hopf Galois Extensions

In Sect. 3.2.4, we saw that given a continuous map ϕ : X ′ → X , there is a functorial
map

ϕ∗ : IsoG(X) → IsoG(X ′)

induced by P 
→ ϕ∗(P).
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In our algebraic setting we may wonder whether, given a Hopf algebra H and a
morphism of algebras f : B → B ′, there exists a functorial map

f∗ : GalH (B) → GalH (B ′)

which would be the algebraic analogue of the pull-back of bundles. The most natural
way to construct such a push-forward map f∗ is the following. Let A be an H -
Galois extension of B. Since B is a subalgebra of A, we can consider A as a left
B-module. Given a morphism of algebras f : B → B ′, we can then define the left
B ′-module f∗(A) as

f∗(A) = B ′ ⊗B A.

Herewehave used the fact that B ′ is a right B-module via themorphismof algebras f .
It is clear that if g : B ′ → B ′′ is another morphism of algebras, thenwe have a natural
isomorphism (g ◦ f )∗(A) ∼= g∗( f∗(A)) of B ′′-modules.

There is however a serious problem with this construction: In general, f∗(A) =
B ′ ⊗B A is not an algebra! To circumvent this difficulty, we will restrict to central
H-Galois extensions, namely to those for which B is contained in the center of A; this
implies of course that B is a commutative algebra (central Hopf Galois extensions
were first discussed in [52]). The algebra AH defined in Sect. 3.8.2.2 below is an
(important) example of a central H -Galois extension.

We denote by ZgalH (B) the set of isomorphism classes of central H -Galois exten-
sions of B. Then a morphism of commutative algebras f : B → B ′ induces a push-
forward map f∗ : ZgalH (B) → ZgalH (B ′) given by A 
→ f∗(A) and satisfying the
desired functorial properties6 (see [32, 37]).

In particular, let χ : B → C be a character of B. Then A 
→ χ∗(A) induces a map
χ∗ : ZgalH (B) → ZgalH (C). Observe that ZgalH (C) = GalH (C) when B = C is
the ground field, as the latter is always central. In analogy with the case of a fiber
bundle (see Exercise3.1 (a)), we call χ∗(A) = C ⊗B A the fiber of the H -Galois
extension A at χ . Note that χ∗(A) = A/mA, where m is the kernel of χ .

3.7.5 Universal Central Hopf Galois Extensions

A non-commutative analogue of the classifying space BG mentioned in Sect. 3.2.4
would be a central H -Galois extension AH of some commutative algebra BH such
that for any commutative algebra B and any central H -Galois extension A of B there
exists a morphism of algebras f : BH → B such that f∗(AH ) ∼= A. In other words,
we would have a functorial surjection

Alg(BH , B) � ZgalH (B)

6For this to hold we need the extra faithful flatness condition mentioned in Sect. 3.7.1, Remark3.5.
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induced by f 
→ f∗(AH ). Here Alg(BH , B) is the set of morphisms of algebras
fromBH to B.

Does such a central H -Galois extensionAH exist for an arbitraryHopf algebra H?
It is an open question. We do not even know whether in general there exists a central
H -Galois extension BH ⊂ AH with a natural surjection

Alg(BH , C) � ZgalH (C) = GalH (C)

from the set of characters of BH to the set of isomorphism classes of H -Galois
objects. If such a surjection existed and was even bijective, then the H -Galois objects
would be classified up to isomorphism by the characters of BH .

Example 3.23 Let us give an example for which H -Galois objects can be classified
by the characters of a commutative algebraB. Take the Taft algebra HN 2 introduced
in Sect. 3.7.3.2. Let B be the polynomial algebra C[s] and A = As considered
as a C[s]-module, where As is the Galois object defined in loc. cit. Each complex
number s gives rise to a unique character χs of C[s]; it is tautologically defined by
χ(s) = s. The map s 
→ χs induces a bijection C → Alg(C[s], C) = Alg(B, C).
Now the assignment χs 
→ (χs)∗(A ) induces a bijection

Alg(B, C)
∼=−→ GalHN2 (C).

When in 2005 I lectured on Hopf Galois extensions at the XVIo Coloquio Latino-
americano de Álgebra in Colonia del Sacramento, Uruguay, I raised the question of
the existence of a universal central Hopf Galois extension. Eli Aljadeff immediately
suggested the use of an appropriate theory of polynomial identities, based on his joint
work [3] with Haile and Natapov on group-graded algebras. In [2], we implemented
Aljadeff’s idea, using a theory of polynomial identities for comodule algebras. Given
a Hopf algebra H and an H -comodule algebra A, we constructed a “universal H -
comodule algebra”UH (A) out of these identities. LocalizingUH (A), we obtained a
central H -Galois extensionAH of some commutative algebraBH , the latter being a
nice domain. The Hopf Galois extension BH ⊂ AH comes with a map of the form

Alg(BH , C) → GalH (C) ; χ 
→ χ∗(AH ).

In the next section, we will construct this central H -Galois extension directly,
without passing through polynomial identities. Nevertheless the reader interested in
polynomial identities, the universal H -comodule algebra UH (A), and the precise
connection with the central H -Galois extension constructed in Sect. 3.8.2 may learn
the details from [2, 33].
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3.8 Flat Deformations of Hopf Algebras

De pronto me sentí poseído por un aura
de inspiración que me permitió improvisar
respuestas creíbles y chiripas milagrosas.

Salvo en las matemáticas, que no se me
rindieron ni en lo que Dios quiso. [21]

Let H be a Hopf algebra. The aim of this final section is to construct the com-
mutative algebra BH and the central H -Galois extension AH of BH we have just
mentioned. When H is finite-dimensional, the algebraBH is the coordinate algebra
of a smooth algebraic variety whose dimension is equal to dim H . The algebra AH

is a deformation of H as an H -comodule algebra; this deformation is parametrized
by the characters of BH .

We conclude these notes by showing how to apply these constructions to the
quantum enveloping algebra Uq sl(2) and to its finite-dimensional quotients ud .

3.8.1 A Universal Construction by Takeuchi

Let C be a coalgebra, that is a vector space equipped with two linear maps Δ : C →
C ⊗ C (called the coproduct) and ε : C → C (called the counit) satisfying the
coassociativity identity (3.5) and the counitality identity (3.6). There is a coalgebra
underlying any bialgebra or any Hopf algebra.

Takeuchi [59, Chap. IV] proved the following result.

Theorem 3.4 Given a coalgebra C, there exist a commutative Hopf algebraSC and
a morphism of coalgebras t : C → SC such that for any morphism of coalgebras
f : C → H ′ to a commutative Hopf algebra H ′ there is a unique morphism of Hopf
algebras

˜f : SC → H ′

satisfying f = ˜f ◦ t . The Hopf algebra SC is unique up to unique isomorphism.

We say that SC is the free commutative Hopf algebra over the coalgebra C . It
can be constructed as follows.

3.8.1.1 Construction of SC

Pick a copy tC of the underlying vector space of C , that is to say we assign a
symbol tx to each element x ∈ C so that the map x 
→ tx is linear and defines a
linear isomorphism t : C → tC . Let Sym(tC) be the symmetric algebra over the
vector space tC . It means concretely the following: if {xi }iŁ∈I is a basis of C , then
Sym(tC) is the algebra C[txi ]i∈I of polynomials in the variables txi .

The commutative algebra Sym(tC) is a bialgebra with coproduct and counit given
on the generators tx (in terms of the Heyneman–Sweedler notation) by
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Δ(tx ) =
∑

(x)

tx(1) ⊗ tx(2) and ε(tx ) = ε(x). (x ∈ C) (3.40)

In general, the bialgebra Sym(tC) does not have an antipode: Indeed, if x ∈ C
is a group-like element, then by (3.18) we have Δ(tx) = tx ⊗ tx and ε(tx ) = 1. If
there existed an antipode S, then it would follow from the previous equalities and
from (3.15) that S(tx )tx = 1, hence S(tx ) = 1/tx , which is not a polynomial. But
this computation gives us hope that we may turn the bialgebra Sym(tC) into a Hopf
algebra by using rational algebraic fractions instead of mere polynomials. This can
indeed be done thanks to the following fact.

Let us denote by Frac Sym(tC) the field of fractions of Sym(tC): If {xi }iŁ∈I is
a basis of C , then Frac Sym(tC) is the algebra of rational algebraic fractions in the
variables txi (i ∈ I ). There exists a unique linear map t−1 : C → Frac Sym(tC) such
that

∑

(x)

t−1
x(1)

tx(2) = ε(x)1 =
∑

(x)

tx(1) t
−1
x(2)

for all x ∈ C (for a proof, see [2, LemmaA.1]). Then the subalgebra of Frac Sym(tC)

generated by all elements tx and t−1
x (x ∈ C) satisfies the requirements ofTheorem3.4

to be the free commutative Hopf algebraSC . This subalgebra is a Hopf algebra with
coproduct and counit given by (3.40) and the additional formulas

Δ(t−1
x ) =

∑

(x)

t−1
x(2)

⊗ t−1
x(1)

and ε(t−1
x ) = ε(x). (x ∈ C)

The antipode is given on the generators tx and t−1
x by

S(tx ) = t−1
x and S(t−1

x ) = tx .

To check the universal property in Theorem3.4, define the morphism ˜f : SC → H ′
by ˜f (tx ) = f (x) and ˜f (t−1

x ) = S′( f (x)), where S′ is the antipode of H ′.
It follows by construction that SC , being a subalgebra of some field of rational

functions, is a domain, i.e., an algebra without zero divisors.
In the sequel, we will apply Takeuchi’s construction to the underlying coalgebra

of an arbitrary Hopf algebra H , thus leading to the commutative algebra SH .

3.8.1.2 Pointed Hopf Algebras

A Hopf algebra is pointed if any simple subcoalgebra is one-dimensional. Group
algebras, Taft algebras, enveloping algebras of Lie algebras, Drinfeld–Jimbo quan-
tum enveloping algebras Uq g and their quotients are examples of pointed Hopf
algebras.

When H is a pointed Hopf algebra, then the free commutative Hopf algebraSH

over the coalgebra underlying H has a simple description in terms of the group
Gr(H) of group-like elements introduced in Sect. 3.4.3, namely
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SH = Sym(tH )

[

1

tg

]

g∈Gr(H)

. (3.41)

Example 3.24 If H = C[G] is a group algebra, then Sym(tH ) is the polynomial
algebra

Sym(tH ) = C[tg]g∈G .

Since H is pointed and Gr(H) = G ⊂ C[G], then by (3.41) the free commutative
Hopf algebraSH is the algebra of Laurent polynomials on the symbols tg (g ∈ G), or
equivalently the algebra of the free abelian group Z

(G) generated by the symbols tg:

SH = C[tg, t−1
g ]g∈G = C[Z(G)].

Example 3.25 Let G be a finite group and H be the function algebra O(G) (this
Hopf algebra is not pointed when G is not abelian). Then Sym(tH ) = C[tg | g ∈ G]
and

SH = C[tg]g∈G

[

1

ΘG

]

,

whereΘG = det(tgh−1)g,h∈G isDedekind’s group determinant (see [2, AppendixB]).

3.8.2 The Generic Hopf Galois Extension Associated with a
Hopf Algebra

In this section, we associate with any Hopf algebra H a central H -Galois extension
BH ⊂ AH , where the “base space” BH is a nice commutative algebra whose size
is related to the dimension of H . We can see AH as a deformation of H over the
parameter space BH .

3.8.2.1 The Algebra BH

Let H be a Hopf algebra. In order to construct the “base space”BH , we apply Takeu-
chi’s theorem to the situation where C is the coalgebra underlying H and H ′ = Hab

is the largest commutative Hopf algebra quotient of H : it is the quotient of H by the
ideal generated by all commutators xy − yx (x, y ∈ H ).

Letπ : H → Hab be the canonical Hopf algebra surjection. Then by Theorem3.4,
for the free commutative Hopf algebraSH , there exists a unique morphism of Hopf
algebras π̃ : SH → Hab such that π = π̃ ◦ t . The Hopf algebra SH becomes an
Hab-comodule algebra with coaction

δ = (id⊗ π̃) ◦ Δ. (3.42)
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On the generators of SH , the coaction is given by

δ(tx ) =
∑

(x)

tx(1) ⊗ π̃(x(2)) and δ(t−1
x ) =

∑

(x)

t−1
x(2)

⊗ π̃
(

S(x(1))
)

.

Definition 3.9 The algebra BH associated with a Hopf algebra H is the subalgebra
of coinvariants of SH for this coaction:

BH = S co−Hab
H = {a ∈ SH | δ(a) = a ⊗ 1} .

We callBH the generic base algebra of the Hopf algebra H . It has the following
nice properties (see [35, Theorem3.6 and Corollary3.7] and [36, Proposition3.4]).

Theorem 3.5 Let H be a finite-dimensional Hopf algebra.

(a) The algebra BH is a finitely generated smooth Noetherian domain; its Krull
dimension7 is equal to dim H.

(b) SH is a finitely generated projective BH -module.
(c) If in addition H is pointed, then

BH = C[u±1
1 , . . . , u±1

� , u�+1, . . . , un],

where n = dim H and � = cardGr(H) and where u1, . . . , un are monomials in the
generators tx of Sym(tH ).

Example 3.26 If H = C[G] be a group algebra, then Hab = C[Γ ], where Γ =
G/[G, G] is the maximal abelian quotient of G, i.e., the quotient by the normal
subgroup generated by all elements of the form ghg−1h−1. Let p : Z

(G) → Γ be
the homomorphism sending each generator tg to the image of g in Γ . Let YG be the
kernel of p. Then by [3, Propositions9 and 14],

BH = C[YG].

When G is a finite group, then YG is a free abelian subgroup of Z
(G) of finite index

(equal to the order of Γ ). A basis of YG is given in [36, Lemma4.7] (see also [27,
AppendixA]).

Example 3.27 For a Hopf algebra H it may happen that Hab = C[Γ ] is the algebra
of an abelian group Γ , for instance when the commutative Hopf algebra Hab is
finite-dimensional and pointed (see [36, Lemma2.1]). Then by Proposition3.4 the
algebra SH is Γ -graded with SH = ⊕

γ∈Γ SH (γ ), where

SH (γ ) = {a ∈ SH | δ(a) = a ⊗ γ } ,

andBH = SH (0) is the component ofSH corresponding to the unit element 0 ∈ Γ .

7The Krull dimension of BH is the dimension of the algebraic variety V such that BH = O(V ).
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Example 3.28 Let G be a finite group and H = O(G). Since this Hopf algebra
is commutative, we have Hab = H . Therefore the morphism of Hopf algebras π̃ :
SH → H is split by themorphism of coalgebras t : H → SH , i.e., π̃ ◦ t = idH . The
coaction (3.42) turnsSH into an O(G)-comodule algebra. Thus by Proposition3.5,
SH is a G-algebra. One checks that G acts onSH = C[tg]g∈G[1/ΘG] by g · th = tgh

(g, h ∈ G) and that the squareΘ2
G of the Dedekind group determinant is G-invariant.

Therefore,

BH = C[tg]G
g∈G

[

1

Θ2
G

]

,

where C[tg]G
g∈G is the subalgebra of G-invariant polynomials.

The algebra BH has also been completely described for the Sweedler algebra
in [2] (see also [34]), for the Taft algebras and other natural generalizations of the
Sweedler algebra in [27].

3.8.2.2 The Algebra AH

To construct what we call the generic H-Galois extension AH we need the bilinear
form σ : H × H → SH with values inSH defined by

σ(x, y) =
∑

(x)(y)

tx(1) ty(1) t−1
x(2) y(2)

. (x, y ∈ H) (3.43)

By [36, Proposition3.4], the bilinear map σ actually takes values in the subalge-
bra BH of SH . We can then equip the vector space AH = BH ⊗ H with the
following product:

(b ⊗ x) ∗ (c ⊗ y) =
∑

(x)(y)

bc σ(x(1), y(1)) x(2)y(2) (3.44)

(b, c ∈ BH and x, y ∈ H ).
The following properties of AH were established in [2, 35] (see also [34]).

Theorem 3.6 Let H be a finite-dimensional Hopf algebra.

(a) The product ∗ turns AH into an associative unital algebra.
(b) The algebra AH is a central H-Galois extension of BH = BH ⊗ 1 with

coaction δ = idBH ⊗ Δ, where Δ is the coproduct of H. Moreover, AH is free as a
BH -module.

(c) Let χ0 : BH → C be the character defined as the restriction to BH of the
counit of SH . Then there is an isomorphism of H-comodule algebras

C ⊗BH AH = AH/ ker(χ0)AH
∼= H.
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(d) For any character χ : BH → C of BH , the fiber of AH at χ

C ⊗BH AH = AH/ ker(χ)AH

is an H-Galois object.

This means that BH ⊂ AH is a “non-commutative principal fiber bundle” with
“fiber” H . We can also seeAH as a deformation of H over the parameter spaceBH

or, if one prefers, over the set Alg(BH , C) of characters ofBH . By the last statement
of the theorem, χ 
→ χ∗(AH ) induces a map Alg(BH , C) → GalH (C).

Exercise 3.27 Check that the product (3.44) is associative with unit t−1
1 ⊗ 1H .

3.8.3 Multiparametric Deformations of Uq sl(2) and of ud

We now illustrate the previous constructions on the cases where H is the quantum
enveloping algebra Uq = Uq sl(2) (defined in Sect. 3.5.3) and its finite-dimensional
quotients ud (defined in Sect. 3.5.4). Both Uq and ud are pointed Hopf algebras.
Theorems3.7 and 3.8 below are new.

3.8.3.1 The Generic Base Algebra of Uq

The Hopf algebra Uq is infinite-dimensional with basis {Ei F j K �}i, j∈N; �∈Z. Its
group Gr(Uq ) of group-like elements consists of all powers (positive and negative)
of K . Therefore, by (3.41) the free commutative Hopf algebra SUq is described by

SUq = C [tEi F j K � ]i, j∈N; �∈Z
[

1

tK m

]

m∈Z
.

The maximal commutative quotient Hopf algebra (Uq )ab is generated by four

generators E , F , K , K
−1

subject to the same relations as the corresponding gen-
erators in Uq in Sect. 3.5.3 plus the additional relations expressing that (Uq )ab is
commutative. We thus have

E K = K E = q2E K ,

which implies E = 0 in (Uq )ab since q2 �= 1 and K is invertible. Similarly, F = 0.
Finally the relation

K −K
−1 = (q − q−1)

(

E F −F E
) = 0
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shows that K = K
−1
, hence K

2 = 1 in (Uq )ab. Therefore

(Uq )ab = C[K ]/(K
2 − 1) ∼= C[Z/2],

which is the algebra of the group Z/2.
As noted in Example3.27, the isomorphism (Uq )ab ∼= C[Z/2] implies that SUq

is a superalgebra:SUq = SUq (0)
⊕

SUq (1), and that the generic base algebraBUq

coincides with the 0-degree component:

BUq = SUq (0).

On the generators tE , tF , tK , the coproduct of SUq is given by

Δ(tE ) = t1 ⊗ tE + tE ⊗ tK , Δ(tF ) = tK −1 ⊗ tF + tF ⊗ t1, Δ(tK ) = tK ⊗ tK .

Since π̃(tE ) = E = 0, π̃(tF ) = F = 0, and π̃(tK ) = K , the coaction δ of (Uq )ab
onSUq satisfies

δ(tE ) = tE ⊗ K , Δ(tF ) = tF ⊗ 1, Δ(tK ) = tK ⊗ K .

Therefore, tF is an even element, i.e., it belongs to SUq (0) = BUq while tE and tK

are both odd, that is belong toSUq (1). It can be proved more generally that tEi F j K �

belongs toBUq if and only if i + � is even, and that t−1
K m belongs toBUq if and only

m is even.

Exercise 3.28 Set uEi F j K � = tEi F j K � if i + � is even, and uEi F j K � = tEi F j K � t−1
K if

i + � is odd. Show that

BUq = C [uEi F j K � ]i, j∈N; �∈Z
[

1

uK m

]

m∈Z
.

3.8.3.2 The Algebra AUq

We have the following result.

Theorem 3.7 The generic Uq -Galois extension AUq is the BH -algebra generated
by E, F, K , K −1 subject to the relations

K ∗ K −1 = K −1 ∗ K = tK tK −1

t1
,

K ∗ E = q2 E ∗ K + (1 − q2)
tE

tK
K ∗ K ,
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K ∗ F = q−2 F ∗ K + (1 − q−2) tF K ,

E ∗ F − F ∗ E = t1
(tK −1/tK ) K − K −1

q − q−1
+ (q−2 − 1)

(

tE

tK
F ∗ K − tE tF

tK
K

)

.

The algebra AUq is an Uq -comodule algebra with coaction given by the same
formulas as for the coproduct of Uq . The algebra depends continuously on the
parameters tE , tF which can take any complex values and on the parameters t1,
tK , tK −1 which can take any nonzero complex values. Note that all monomials in the
t-variables occurring in the previous relations belong toBUq (they are all of degree 0
in the superalgebra SUq ).

If we specialize the parameters t1, tK , tK −1 to 1 and the parameters tE , tF to 0, we
recover the defining relations of Uq and AUq becomes Uq . In other words, AUq is
a 5-parameter deformation of Uq as a non-commutative principal bundle.

Proof We use an observation made in [2, Sect. 6]: in order to find relations between
elements 1 ⊗ x in AH , where x is an arbitrary element of a Hopf algebra H , it is
enough to find the relations between the following elements of the tensor product
algebra BH ⊗ H :

Xx =
∑

(x)

tx(1) ⊗ x(2).

It follows from the formula for the coproduct of Uq (see Sect. 3.5.3) that we have

X1 = t1 1, X K = tK K , X K −1 = tK −1 K −1,

X E = t1 E + tE K , X F = tK −1 F + tF 1.

(Here we dropped the tensor product signs since we may consider the commutative
algebra BH as an extended algebra of scalars.)

To prove the relations between K and K −1, it suffices to compute X K X K −1 and
X K −1 X K . We have

X K X K −1 = tK tK −1 K K −1 = tK tK −1 = tK tK −1

t1
X1,

which is also equal to X K −1 X K ; this implies the desired formulas for K ∗ K −1

and K −1 ∗ K .
For the relation between K and E inAH , it is enough to compute the following:

X K X E − q2 X E X K = tK t1 K E + tK tE K 2 − q2 t1tK E K − q2 tE tK K 2

= t1tK (K E − q2 E K ) + (1 − q2) tE tK K 2

= (1 − q2) tE tK K 2.
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Now, (X K )2 = t2K K 2. Therefore,

X K X E − q2 X E X K = (1 − q2) tE tK /t2K (X K )2 = (1 − q2) tE/tK (X K )2.

We leave the computation of the relation between K and F in AH as an exercise
to the reader. For the commutator of E and F in AH , we have

X E X F − X F X E = (t1 E + tE K )(tK −1 F + tF 1) − (tK −1 F + tF 1)(t1 E + tE K )

= t1tK −1 (E F − F E) + (q−2 − 1) tE tK −1 F K

= 1

q − q−1
t1tK −1 (K − K −1) + (q−2 − 1) tE tK −1 F K

= 1

q − q−1
t1

(

tK −1

tK
X K − X K −1

)

+ (q−2 − 1) tE tK −1 F K .

It remains to compute F K in terms of the X -variables. We have

X F X K = tK tK −1 F K + tF tK K = tK tK −1 F K + tF X K ,

so that
tE tK −1 F K = tE

tK
X F X K − tE tF

tK
X K .

Combining these equalities, we obtain a formula for X E X F − X F X E in terms of the
X -variables, hence the desired formula for E ∗ F − F ∗ E . �

3.8.3.3 A Deformation of ud

Let q be a root of unity of order d ≥ 3. Consider the finite-dimensional Hopf alge-
bra ud defined in Sect. 3.5.4. We know that it has a basis consisting of the e3 elements
Ei F j K �, where 1 ≤ i, j, � ≤ e − 1. Recall that e = d/2 if d is even and e = d
if d is odd. The group Gr(ud) consists of the e elements 1, K , K 2, . . . , K e−1; it is a
cyclic group of order e.

By (3.41), the free commutative Hopf algebra Sud is given by

Sud = C [tEi F j K � ]0≤i, j,�≤e−1

[

1

tK m

]

0≤m≤e−1

.

The maximal commutative quotient Hopf algebra (ud)ab is the quotient of (Uq )ab

by the additional relation K
e = 1. Since K

2 = 1, we conclude that

(ud)ab =
{

C if e is odd,

(Uq )ab ∼= C[Z/2] if e is even.
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Therefore, if e is odd, then Sud is trivially graded, which implies Bud = Sud . If e
is even, then Sud is a superalgebra and the generic base algebra is Bud is its even
part (see Exercise3.29 below for a complete description).

Theorem 3.8 The algebra Aud is the quotient of AUq by the two-sided ideal gener-
ated by the relations

K ∗e − t e
K

t1
= 0,

(

E − tE

tK
K

)∗e

= 0,

(

F − tF

t1

)∗e

= 0.

If we set t1 = tK = tK −1 = 1 and tE = tF = 0 in the defining relations of Aud

(see Theorems3.7 and 3.8), we recover those of ud .

Proof We proceed as in the proof of Theorem3.7 by checking the relations between
the corresponding X -variables inBud ⊗ ud . We have

(X K )e − t e
K

t1
X1 = t e

K K e − t e
K = 0

since K e = 1 in ud . Next, in view of Ee = Fe = 0 in ud , we have

(

X E − tE

tK
X K

)∗e

= t e
1 Ee = 0 and

(

X F − tF

t1
X1

)∗e

= t e
K −1 Fe = 0.

This completes the proof. �

Let us determine the “parameter space” Alg(Bud , C) when e is odd. In this case,
Bud = Sud . SinceSud = C [tEi F j K � ]0≤i, j,�≤e−1 [1/tK m ]0≤m≤e−1, a character ofBud

is completely determined by its values on the generators tEi F j K � ; each of these gen-
erators can take any complex value, except in the case (i, j) = (0, 0), where the
corresponding value has to be nonzero. It follows that

Alg(Bud , C) ∼= C
e(e2−1) × (C×)e,

which is an open Zarisky subset of the affine space of dimension e3.

Exercise 3.29 Assume e is even (equivalently, d is divisible by 4). Define uEi F j K �

as in Exercise3.28. Show that

Bud = C [uEi F j K � ]0≤i, j,�≤e−1 [1/uK m ]0≤m≤e−1.

Hence, Alg(Bud , C) ∼= C
e(e2−1) × (C×)e holds in this case too.



3 Principal Fiber Bundles in Non-commutative Geometry 131

Acknowledgements I thank the organizers of the Summer school “Geometric, topological and
algebraic methods for quantum field theory” held at Villa de Leyva, Colombia, in July 2015 for
inviting me to give the course that led to these notes. I am also grateful to the students for their
feedback and to Sylvie Paycha for her careful reading of these notes and her suggestions. Finally
let me mention the travel support I received from the Institut de Recherche Mathématique Avancée
in Strasbourg.

References

1. E. Abe, Hopf Algebras, Cambridge Tracts in Mathematics, 74 (Cambridge University Press,
Cambridge, 1980)

2. E. Aljadeff, C. Kassel, Polynomial identities and noncommutative versal torsors. Adv. Math.
218, 1453–1495 (2008)

3. E. Aljadeff, D. Haile,M. Natapov, Graded identities ofmatrix algebras and the universal graded
algebra. Trans. Am. Math. Soc. 362, 3125–3147 (2010)

4. T. Aubriot, Classification des objets galoisiens de Uq (g) à homotopie près. Commun. Algebra
35, 3919–3936 (2007)

5. J. Bichon,Galois and bigalois objects overmonomial non-semisimpleHopf algebras. J.Algebra
Appl. 5, 653–680 (2006)

6. J. Bichon, Hopf-Galois objects and cogroupoids. Rev. Un. Mat. Argentina 5, 11–69 (2014)
7. R.J. Blattner, S. Montgomery, A duality theorem for Hopf module algebras. J. Algebra 95,

153–172 (1985)
8. K.S. Brown, Cohomology of Groups, Graduate Texts in Mathematics 87 (Springer, New York,

1982)
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Chapter 4
An Introduction to Nichols Algebras

Nicolás Andruskiewitsch

Abstract Nichols algebras, Hopf algebras in braided categories with distinguished
properties, were discovered several times. They appeared for the first time in the
thesis of W. Nichols [72], aimed to construct new examples of Hopf algebras. In
this same paper, the small quantum group uq(sl3), with q a primitive cubic root of
one, was introduced. Independently they arose in the paper [84] by Woronowicz as
the invariant part of his non-commutative differential calculus. Later there were two
unrelated attempts to characterize abstractly the positive part U+

q (g) of the quan-
tized enveloping algebra of a simple finite-dimensional Lie algebra g at a generic
parameter q. First, Lusztig showed in [64] that U+

q (g) can be defined through the
radical of a suitable invariant bilinear form. Second, Rosso interpretedU+

q (g) in [74,
75] via quantum shuffles. These two viewpoints were conciliated later, as alternative
definitions of the same notion of Nichols algebra. Other early appearances of Nichols
algebras are in [65, 77]. As observed in [17, 18], Nichols algebras are basic invari-
ants of pointed Hopf algebras, their study being crucial in the classification program
of Hopf algebras; see also [10]. More recently, they are the subject of an intriguing
proposal in Conformal Field Theory [79]. This is an introduction from scratch to the
notion of Nichols algebra. I was invited to give a mini-course of two lessons, 90min
each, at the Geometric, Algebraic and Topological Methods for Quantum Field The-
ory, Villa de Leyva, Colombia, in July 2015. The theme was Nichols algebras that
requires several preliminaries and some experience to be appreciated; a selection of
the ideas to be presented was necessary. These notes intend to preserve the spirit
of the course, discussing some motivational background material in Sect. 4.1, then
dealing with braided vector spaces and braided tensor categories in Sect. 4.2, arriving
at last to the definition and main calculation tools of Nichols algebras in Sect. 4.3. I
hope that the various examples and exercises scattered through the text would serve
the reader to absorb the beautiful concept of Nichols algebra and its many facets.
Section4.4 is a survey of the main examples of, and results on, Nichols algebras that
I am aware of; here the pace is faster and the precise formulation of some statements
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is referred to the literature. I apologize in advance for any possible omission. This
section has intersection with, and is an update of, the surveys [1, 2, 19], to which I
refer for further information.

4.1 Preliminaries

4.1.1 Conventions

We assume the conventions N = {1, 2, 3, . . . }, N0 = N ∪ {0}, N≥2 = N− {1}, etc.
If k < θ ∈ N0, then we denote Ik,θ = {n ∈ N0 : k ≤ n ≤ θ} and Iθ = I1,θ .

If N ∈ N, then GN denotes the group of N -roots of unity in k, while G
′
N is the

subset of primitive roots of order N . Also G∞ =⋃
N∈N

GN , G
′∞ = G∞ − {1}.

If V is a vector space, then V ∗ := homk(V,k) and 〈 , 〉 : V ∗ × V → k is the
evaluation.

The finite field with q elements is denoted Fq .
We abbreviate W ≤ V for W is a subobject of V , where subobject means sub-

module, subgroup, subspace, subrack, according to the context.

4.1.2 Groups

We fix a field k; later we shall assume that k is algebraically closed and has charac-
teristic 0. We expect that the reader is familiar with the notions of group, module and
representation; we use indistinctly the languages of modules and representations. As
customary, we denote by GL(V ) the group of bijective linear transformations of a
vector space V onto itself. We remind some basic definitions:

• A module is simple if it has exactly two submodules, 0 and itself (thus, it is
different from 0). In the representation-theoretic language, one says irreducible
instead of simple.

• A module is semisimple if it is a direct sum of simple submodules. In the repre-
sentation theory, completely reducible is the translation of semisimple.

Let G be a group. We denote by kG the group algebra of G, with the canonical
basis (eg)g∈G . Thus, there is a bijective correspondence between representations ofG
and of kG. We observe that kG can be identified with (a subspace of) the linear dual
of the vector space of functions from G to k, where eg( f ) = f (g), for f : G → k
and g ∈ G.

We denote by IrrG the set of classes of simple G-modules, up to isomorphism.
For instance, ε ∈ IrrG is the class of the trivial representation, the one-dimensional
vector space where every g ∈ G acts by 1. If ξ ∈ IrrG and V is a G-module, then
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Vξ :=
∑

W≤V :W∈ξ
W

is the isotypical component of V of type ξ . Particularly, VG := Vε, the isotypical
component of trivial type, is the submodule of G-invariants of V .

Example 4.1 Let U and V be G-modules. Then Hom(V,W ) is a G-module with
the action g · T = gTg−1 and HomG(V,W ) = Hom(V,W )G .

Theorem 4.1 (Maschke) Let G be a finite group. Then the following are equivalent:

(1) The characteristic of k does not divide |G|.
(2) Every finite-dimensional representation of G is completely reducible.

Assume that (1) holds. Let V be a finite-dimensional G-module. The action of

∫

G
= 1

|G|
∑

g∈G
eg ∈ kG (4.1)

on V is a G-morphism and a projector V → VG . (If k = C, then
∫
G is a normalized

Haar measure on the discrete group G). To prove (2), it is enough to show, arguing
recursively, that any W ≤ V admits a complement U that is also a G-submodule.
So, consider p ∈ Hom(V,U ) a projector onto U ; then q := ∫

G ·p ∈ HomG(V,U )
is a projector onto U and ker q is the desired complement.

To prove (1), it is enough to assume that the representation of G on kG by left
multiplication is completely reducible. Then the kernel of the projection p : kG →
G, eg �→ 1 for all g ∈ G, admits a complement U that is also a G-submodule. It
turns out thatU has to be the span of x =∑

g∈G eg; since p(x) = |G|, this could not
be 0.

Remark 4.1 There is a natural notion of integral in finite-dimensional Hopf algebras
that permits a generalization of the classicalMaschke Theorem. This can be extended
further to Hopf algebras with arbitrary dimension, but the complete reducibility in
question is of comodules. See, e.g., [78] for details.

Let X be a set. We denote by SX the group of bijections from X onto itself, with
multiplication being the composition. In particular, Sn is the symmetric group on n
letters, i.e., Sn = SIn , where In := {1, . . . , n}. Let τi be the the transposition (i i + 1).
Then Sn is generated by the τi , with i ∈ In−1, subject to the defining relations

τ 2i = e, i ∈ In−1, (4.2)

τiτ j = τ jτi , |i − j | ≥ 2, (4.3)

τiτ jτi = τ jτiτ j , |i − j | = 1. (4.4)

The group Sn together with S = {τi , i ∈ In−1} is a Coxeter group. In particular,
there is a length function � : Sn → N0, measuring the minimum of the possible
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expressions of an element as product of τi ’s. Thus, we have the sign representation
sgn : Sn → k×, w �→ (−1)�(w), w ∈ Sn .

E. Artin introduced in 1926 the braid group Bn that has important applications
in various areas and plays a central role in our story. Concretely, Bn is the group
generated by σi , i ∈ In−1, with defining relations (4.3) and (4.4) (with σ instead of
τ ). By definition, there is a surjective group homomorphism π : Bn → Sn , σi �→ τi ;
it admits a set-theoretical section M : Sn → Bn (i. e., not a group homomorphism),
sometimes called the Matsumoto section, determined by

M(τi ) = σi , i ∈ In−1,
M(uw) = M(u)M(w), if �(uw) = �(u)+ �(w). (4.5)

4.1.3 The Tensor Algebra

We denote by τ : V ⊗W → W ⊗ V the usual flip v⊗ w �→ w⊗ v between the
tensor products of vector spaces V and W .

We expect that the reader is familiar with the notions of associative, commutative
and Lie algebra. The ideal, respectively the subalgebra, of an algebra A generated by
a subset S is denoted by 〈S〉, respectively by k〈S〉. A graded vector space is a vector
space with a fixed grading V = ⊕n∈N0V

n; it is locally finite if dim V n <∞ for all
n ∈ N0. In such case, its Hilbert–Poincaré series is

HV =
∑

n∈N0

dim V ntn ∈ Z[[t]].

The graded dual of a locally finite graded vector space V = ⊕n∈N0V
n is

V 	 = ⊕n∈N0V
	n, V 	n = homk(V

n,k). (4.6)

A graded algebra is a graded vector space A = ⊕n∈N0 A
n with an algebra structure

such that An Am ⊂ An+m .
We also assume that the reader knows the basics of the theory of categories. Let

Veck, Assock, Commk, Liek, be the categories of vector spaces, associative algebras,
associative and commutative algebras, Lie algebras, over k, respectively.

Let V be a vector space. As customary, we set T 0(V ) = k, T n+1(V ) = V ⊗
T n(V ), n ≥ 0, and T (V ) = ⊕n≥0T n(V ). We abridge

v1v2 . . . vn := v1 ⊗ v2 ⊗ · · · ⊗ vn, v1, v2, . . . , vn ∈ V .

The natural identifications

μm,n : Tm(V )⊗ T n(V ) � Tm+n(V )
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patch together to an associative product μ : T (V )⊗ T (V )→ T (V ), giving rise to
the tensor algebra T (V ). This is also the free algebra on V , meaning that it satisfies
the universal property:

(i) There is a linear map ι : V → T (V ), the inclusion V = T 1(V ) ↪→ T (V ).
(ii) Every linear map ϕ : V → A, where A is an associative algebra, extends to a

morphism of algebras Φ : T (V )→ A such that Φ ◦ ι = ϕ.

In categorical terms, this means that we have a functor T : Veck → Assock that is
left adjoint to the forgetful functor Assock → Veck.

Among the plentiful applications of the tensor algebra, let us single out the con-
struction of the enveloping algebra of a Lie algebra g, as the quotient

U (g) := T (g)/〈xy − yx − [x, y] : x, y ∈ g〉.

Again, this is a functor U : Liek → Assock left adjoint to the forgetful functor
Assock → Liek; indeed, every associative algebra became a Lie algebra with the
commutator [a, b] = ab − ba.

Remark 4.2 Let V be a vector space. By the universal property, the linear map δ :
V → T (V )⊗ T (V ), δ(v) = v⊗ 1+ 1⊗ v, v ∈ V , extends toΔ : T (V )→ T (V )⊗
T (V ); then T (V ) becomes a Hopf algebra. It is cocommutative, i.e. Δ = τΔ.

Remark 4.3 Let g be a Lie algebra. The linear map δ : g→ U (g)⊗U (g), δ(v) =
v⊗ 1+ 1⊗ v, v ∈ g, extends toΔ : U (g)→ U (g)⊗U (g), so thatU (g) is a cocom-
mutative Hopf algebra.

Exercise 4.1 Let V be a vector space and
L(V ) := Prim T (V ) = {x ∈ T (V ) : Δ(x) = x ⊗ 1+ 1⊗ x}

1. Prim T (V ) is a Lie subalgebra of T (V ) (this is valid for every Hopf algebra).
2. T (V ) � U (L(V )).
3. L(V ) is the free Lie algebra on V . This provides the left adjoint to the forgetful

functor Liek → Veck.

4.1.4 The Symmetric Algebra

Let V be a vector space. The symmetric algebra S(V ) is the free commutative
algebra on V , meaning that it satisfies the analogous universal property as above but
with respect to linear maps from V to commutative algebras. Categorically, it gives
a functor S: Veck → Commk left adjoint to the forgetful functor Commk → Veck.
Concretely,

S(V ) := T (V )/〈xy − yx : x, y ∈ V 〉 = ⊕n≥0Sn(V ),
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so that S(V ) is the enveloping algebra of V with the zero bracket. In passing, we
mention also the exterior algebra

Λ(V ) := T (V )/〈xy + yx : x, y ∈ V 〉 = ⊕n≥0Λn(V ).

A quadratic algebra is one of the form T (W )/〈J 〉, where W is a vector space and
J ≤ T 2(W ) (recall our convention in Sect. 4.1.1, this means that J is a suspace of
T 2(W )).

Both S(V ) andΛ(V ) are quadratic algebras, of the form T (V )/〈J∓〉, respectively,
where J± = {xy ± yx : x, y ∈ V }.

The symmetric group Sn acts on T n(V ) by w · v1 . . . vn = vw(1) . . . vw(n), for n ∈
N0 (where S0 = S1 are trivial). In particular, the isotypic components of T 2(V )with
respect to the action of S2 � Z/2 are J+ for the trivial, respectively J− for the sign,
representation. It turns out that the nth homogeneous components of the ideals 〈J±〉
are Sn-submodules of T n(V ). Hence, Sn(V ) and Λn(V ) are Sn-modules, and it is
not difficult to see that the former is a trivial module.

Assume now that char k = 0. Then the various Sn-modules T n(V ) are all com-
pletely reducible and we may consider S̃(V ) = ⊕n≥0T n(V )Sn .

Proposition 4.1 The natural projection T (V )→ S(V ) induces a linear isomor-
phism S̃(V ) � S(V ). Consequently, cf. (4.1),

ker(T (V )→ S(V )) = 〈J−〉 = ⊕n≥2 ker
∫

Sn

. (4.7)

Similarly, the polynomial algebra k[X1, . . . , Xd ] is the free commutative algebra
on the set Id . Thus, if dim V = d, then every choice of a basis in V induces an
isomorphism of algebras S(V ) � k[X1, . . . , Xd ].

4.1.5 Coalgebras and Hopf Algebras

We expect that the reader has acquaintance with the notions of coalgebra, bialgebra
and Hopf algebra. There are several books and monographs to be initiated on these
topics; some of them are [25, 66, 71, 73, 78, 80]. The reader willing to learn these
matters is advised to acquire first some experience with groups and Lie algebras.

As usual, the comultiplication of a coalgebra C is denoted by Δ, for which the
Sweedler notation is Δ(c) = c(1) ⊗ c(2), and the counit by ε. If D, E are subspaces
of the coalgebra C , then

D ∧ E := {c ∈ C : Δ(c) ∈ D ⊗ C + C ⊗ E}.

Coalgebras and comodules have a distinguished feature: they are locally finite, i.e.,
they are union of their finite-dimensional subcoalgebras, respectively subcomodules.
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A coalgebra without proper subcoalgebras (remember that 0 is not a coalgebra) is
called simple; thus a simple coalgebra is finite-dimensional. If k is algebraically
closed, then every simple coalgebra is the dual of a matrix algebra.

The coradical of a coalgebraC is the sum of all its simple subcoalgebras, denoted
byC0; it is analogous to the socle of amodule (in fact it is the socle of a coalgebra as a
comodule over itself). By a standard argument, the coradical is a direct sum of simple
coalgebras. A coalgebra is cosemisimple if it coincides with its coradical, i.e., if it
is a (direct) sum of simple subcoalgebras. A one-dimensional coalgebra is of course
simple; a coalgebra is pointed if its coradical is a (direct) sum of one-dimensional
coalgebras. Basic examples are:

• The group algebra H = kG of a groupG, withΔ(g) = g ⊗ g, g ∈ G. Here H0 =
H .

• The enveloping algebra U (g) of a Lie algebra g, with Δ(x) = x ⊗ 1+ 1⊗ x ,
x ∈ g. Here H0 = k.

The study of pointed Hopf algebras started in the 1970s by Taft, Wilson, Radford,
Nichols and others, being those with the simplest possible coradical. Some examples
beyond group algebras and enveloping algebras were discovered. In the early 1980s,
Reshetikhin, Kulish and Sklyanin introduced the Hopf algebra nowadays known as
Uq(sl2) and soon after that, Drinfeld and Jimbo defined the quantized enveloping
algebras Uq(g) for every finite-dimensional simple Lie algebra g; these are pointed
Hopf algebras. Finite-dimensional pointed Hopf algebras related to Uq(g) appeared
in the work of Lusztig [62–64]. The ICM report [28] made a deep impact in the area
of Hopf algebras–and in many others. After some time, the classification program
of finite-dimensional pointed Hopf algebras was launched [17, 18], see the survey
[19], and the classification under some hypothesis in [20]. For more references and
details, see [2].

The notions of filtration and grading are ubiquitous in algebra. For instance, it
is useful for many purposes to filter an algebra by powers of an ideal. A coalgebra
filtration of a coalgebra C is a family of subspaces (Dn)n∈N0 such that

Dn ⊆ Dn+1, C =
⋃

N∈N0

Dn, Δ(Dn) ⊆
∑

0≤i≤n
Di ⊗ Dn−i .

Here the first condition says that the filtration is ascending and the second that it is
exhaustive. The coradical filtration is defined recursively by

C0 = the coradical, Cn+1 = Cn ∧ C0.

Exercise 4.2 1. Let G = ⊕n∈N0G
n be a graded coalgebra, i.e.,

Δ(G n) ⊆ ⊕0≤i≤nG i ⊗ G n−i .
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Let Dn := ⊕0≤i≤nG i . Prove that (Dn)n∈N0 is a coalgebra filtration. We say that
G = ⊕n∈N0G

n is coradically graded ifDn = Gn (inwords, the coradical filtration
coincides with the filtration associated with the grading).

Let A be a finite-dimensional algebra and C = A∗ the dual coalgebra (with the
transpose of the multiplication and the unit). If I ⊆ A, then we set

I⊥ := {c ∈ C : 〈c, x〉 = 0 for all x ∈ I }.

2. I ⊆ A is a two-sided ideal if and only if I⊥ ⊆ C is a subcoalgebra.
3. If I, J ⊆ A, then (I J )⊥ = I⊥ ∧ J⊥.
4. Let (In)n∈N be a family of subspaces of A and Dn := I⊥n+1. Then (In)n∈N is a

descending algebra filtration if and only if (Dn)n∈N0 is a coalgebra filtration.
Prove that gr C = ⊕n∈N0Dn/Dn−1 is a graded coalgebra (where D−1 = 0).

5. Let J be the Jacobson radical of A. Then C0 = J⊥. Conclude that Cn+1 = (J n)⊥
and that the coradical filtration is a coalgebra filtration. Show that gr C , with
respect to the coradical filtration, is coradically graded.

6. Let H be a Hopf algebra with bijective antipode S . Assume that the coradical
H0 is a subalgebra. Prove that H0 is a Hopf subalgebra and that the coradical
filtration is an ascending filtration of algebras, each term being stable under the
antipode. Conclude that gr H is a graded Hopf algebra.

7. IfC is coalgebra, then G(C) = {x ∈ C − 0 : Δ(x) = x ⊗ x} is linearly indepen-
dent. If H is a Hopf algebra, then G(H) is a group with the multiplication of H
and inverse x−1 = S (x), x ∈ G(H).

8. The coradical of a pointed Hopf algebra H is a Hopf subalgebra: H0 � kG(H).

4.1.6 The Tensor Coalgebra

Let V be a vector space. We shall need later the tensor coalgebra T c(V ); this is the
vector space T (V ) with the comultiplication � given by

�(v1v2 . . . vn) :=
∑

j∈In

v1 . . . v j ⊗ v j+1 . . . vn, v1, . . . , vn ∈ V . (4.8)

Clearly �(v) = v⊗ 1+ 1⊗ v for v ∈ V , but �(v1v2) = v1v2 ⊗ 1+ v1 ⊗ v2 + 1⊗
v1v2 �= �(v1)�(v2), thus � �= Δ from Remark 4.2.

Remark 4.4 The coalgebra T c(V ) is dual to the tensor algebra T (V ∗), but it is not
the cofree coalgebra on V (cofree means universal with respect to maps C → V , C
a coalgebra). The construction of the cofree coalgebra is more delicate [80].
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4.1.7 Gelfand–Kirillov Dimension

The notion of dimension pervades all mathematics. In the dictionary affine algebraic
geometry–commutative algebra, the Krull dimension is the translation of the topo-
logical dimension. A guiding principle in non-commutative algebra is to adapt ideas
and tools from geometry; in this sense, there are different attempts to generalize
the Krull dimension. Perhaps the best adapted is the Gelfand–Kirillov dimension,
GK-dim for short; a comprehensive account is [59].

Let A be a finitely generated k-algebra. Let V be a finite-dimensional subspace
of A such that A = k〈V 〉. Set

V j = V · V · · · V︸ ︷︷ ︸
j times

, An =
∑

0≤ j≤n
V j

The Gelfand–Kirillov dimension is defined as

GK-dimA := limn→∞ logn dim An. (4.9)

It can be shown that GK-dim A does not depend on the choice of V [59, 1.1]. When
A is not finitely generated, the definition is extended as follows:

GK-dimA := sup{GK-dimB|B finitely generated subalgebra of A}. (4.10)

Example 4.2 Let V be a vector space of dimension 1 < d ∈ N and A = T (V ). Then

dim An =
∑

0≤ j≤n
dim T j (V ) =

∑

0≤ j≤n
d j = dn+1 − 1

d − 1
=⇒ logn dim An ∼ n

log n
,

hence GK-dim T (V ) = ∞.

Exercise 4.3 Let A be a finitely generated k-algebra and V a finite-dimensional
subspace such that A = k〈V 〉. Show that

GK-dimA = inf{r ∈ R : dim V j ≤ cjr for some c ∈ R,∀ j ∈ N}
= inf{r ∈ R : dim V j ≤ j r for large j}.

Exercise 4.4 Let V be a vector space of dimension d ∈ N and A = S(V ). Let
k[X1, . . . , Xd ] j � S j (V ) be the subspace of homogeneous polynomials of degree j .

1. Prove that dim S j (V ) = (d+ j−1
j

)
(e.g., argue recursively and use that S j (V ) �

k[X1, . . . , Xd ] j−1 · Xd ⊕ k[X1, . . . , Xd−1] j ).
2. Prove that dim An =∑

0≤ j≤n dim S j (V ) = (d+n
n

)
(e.g., use the linear isomor-

phism k[X1, . . . , Xd+1]n →⊕0≤ j≤nk[X1, . . . , Xd ] j , f (X1, . . . , Xd+1) �→
f (X1, . . . , Xd , 1)).
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3. Since
(d+n

n

)
is a polynomial of degree d in n, conclude that GK-dim S(V ) = d.

4. If dim V = ∞, then GK-dim S(V ) = ∞.

Exercise 4.5 Let A be a finitely generated algebra. Then GK-dim A = 0 if and only
if A is finite-dimensional.

If A is arbitrary, then GK-dim A = 0 if and only if every finitely generated subal-
gebra is finite-dimensional. For example, if dim V = ∞, then GK-dim Λ(V ) = 0.

Example 4.3 If A is a finitely generated commutative algebra, then

GK-dimA = Krull dim A = dim Spec A.

Here Spec A is the Zariski spectrum of A; it could be replaced by its subset of closed
points, that is the affine variety defined by A. In other words, the Gelfand–Kirillov
dimension coincides with the usual dimension in the commutative case. Therefore, if
A is a commutative algebra, then GK-dim A ∈ N0 ∪∞. However there are examples
of non-commutative algebras A with GK-dim A = r for any r ∈ [2,∞). But there
is no algebra A with GK-dim A = r for any r ∈ (1, 2). See [59].
Example 4.4 A finitely generated group G is virtually nilpotent or nilpotent-by-
finite if it has a normal nilpotent subgroup N such that G/N is finite.

• J.A. Wolf, J. Milnor and others showed that the group algebra of a virtually nilpo-
tent group has finite Gelfand–Kirillov dimension (in an equivalent formulation).

• A celebrated Theorem of Gromov establishes the converse: if G is a finitely gen-
erated group and GK-dim kG <∞, then G is virtually nilpotent.

Example 4.5 Let A be an algebra with an ascending algebra filtration. Then

GK-dimA ≥ GK-dim gr A;

also, the equality holds if gr A is finitely generated. Let g be a Lie algebra; we
conclude that GK-dim U (g) = dim g.

4.2 Braided Tensor Categories

We first discuss the notion of braided vector space, the input of the definition of
Nichols algebra, and illustrate it through various examples. Then we review braided
tensor categories and the example of our main interest, Yetter–Drinfeld modules.

4.2.1 Braided Vector Spaces

The Yang–Baxter equation, introduced independently by C.N. Yang in 1968, and
R.J. Baxter in 1971 in statistical mechanics, has important applications in various
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areas of mathematics. Here we consider the equivalent braid equation

(c ⊗ id)(id ⊗ c)(c ⊗ id) = (id ⊗ c)(c ⊗ id)(id ⊗ c), c ∈ GL(V ⊗ V ), (4.11)

where V is a vector space. Solutions of the braid equation (4.11) are the input for
the definition of Nichols algebras. Following the common usage, we say that a pair
(V, c), with c satisfying (4.11), is a braided vector space.

We first justify the adjective braided: we claim that the assignment

σ j �→ idT ( j−1)(V ) ⊗ c ⊗ idT (n− j−1)(V ) (4.12)

gives rise to a representation ρn : Bn → GL(T n(V )), for every n ≥ 2. Indeed, (4.11)
insures that (4.4) holds, while (4.3) is free from the definition. The applications of
the Yang–Baxter equation mostly arise from these representations. For us, they will
useful to present Nichols algebras. But let us discuss before some classes of examples
of braided vector spaces.

4.2.1.1 Symmetries

Here char k �= 2. A symmetry is a solution c of (4.11) such that c2 = id. The
name alludes to the fact that ρn factorizes through the representation ρ̃n : Sn →
GL(T n(V )) given by

τ j �→ idT ( j−1)(V ) ⊗ c ⊗ idT (n− j−1)(V ), j ∈ In−1.

Prominent examples of symmetries are:

◦ The transposition, i.e., the usual flip τ : V ⊗ V → V ⊗ V , v⊗ w �→ w⊗ v.

◦ The super transposition of a super vector space V = V0 ⊕ V1; i.e., the linear map
sτ : V ⊗ V → V ⊗ V , determined by v⊗ w �→ (−1)i jw⊗ v for v ∈ Vi , w ∈ Vj .

Clearly, we have the decomposition

T 2(V ) = ker(id + c)⊕ ker(id − c).
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4.2.1.2 Hecke Type

Here char k = 0. Let q ∈ k×, q �= −1. The Hecke algebra of parameter q is the
associative algebra Hn(q) generated by (Ti )i∈In−1 with relations (4.4) (with T instead
of τ ) and

(Ti − qid)(Ti + id) = 0, i ∈ In−1. (4.13)

A braided vector space (V, c) is of Hecke type with label q if

(c − qid)(c + id) = 0. (4.14)

The name refers to the fact that in this case,ρn factorizes through the representation
ρ̃n : Hn(q)→ GL(T n(V )) given by Tj �→ idT ( j−1)(V ) ⊗ c ⊗ idT (n− j−1)(V ), j ∈ In−1.

4.2.1.3 Diagonal Type

Wefix θ ∈ N and abbreviate I = Iθ . Let q = (qi j ) ∈ (k×)I×I and let V a vector space
with a basis (xi )i∈I. We define cq ∈ GL(T 2(V )) by

cq(xi ⊗ x j ) = qi j x j ⊗ xi , i, j ∈ I, (4.15)

Then cq satisfies (4.11). When qi j = 1, we recover the transposition τ , and the super
transposition also has this shape. By technical reasons, we say that a braided vector
space (V, c) with c = cq as in (4.15) is of diagonal type if in addition

qii �= 1, i ∈ I. (4.16)

Instead of the matrix q, we also give the associated Dynkin diagram,1 that has

• set of vertices I, the i-th vertex being labeled with qii ;
• an edge between the vertices i and j only if q̃i j := qi jq ji �= 1, in which case the
edge is decorated by q̃i j .

Notice that we loose some information, but this is justified by Example 4.29.

We introduce the important subclass of Cartan type. Let A = (ai j ) ∈ Z
I×I be a

generalized Cartan matrix, that is, it satisfies

aii = 2, i ∈ I; (4.17)

ai j ≤ 0, i �= j ∈ I; (4.18)

ai j = 0 ⇐⇒ a ji = 0, i �= j ∈ I; . (4.19)

1Actually this is called a generalized Dynkin diagram but we omit generalized.
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These are the input for the definition of Kac-Moody algebras [57]; among them,
there are the celebrated Cartan matrices classifying finite-dimensional Lie algebras.
Let (V, c) be a braided vector space of diagonal type with respect to a matrix q =
(qi j ) ∈ (k×)I×I. We say that (V, c) is of Cartan type (with matrix A) if

qi jq ji = q
ai j
i i , i �= j ∈ I. (4.20)

Suppose that qii is a root of 1 of order Ni , for all i . Observe that if the matrix q
satisfies (4.20) for some integers ai j , then we get a generalized Cartan matrix by
taking aii = 2 for all i and normalizing the ai j ’s by

−Ni < ai j ≤ 0, i �= j ∈ I.

4.2.1.4 Triangular Type

Let (V, c) be a braided vector space with a basis (xi )i∈I. Let Vj be the subspace
generated by (xi )i∈I j . We say that (V, c) is of triangular type if there exists q =
(qi j ) ∈ (k×)I×I such that

c(xi ⊗ x j ) ∈ qi j x j ⊗ xi + Vj−1 ⊗ V, i, j ∈ I. (4.21)

Example 4.6 Let ε ∈ k× and � ∈ N≥2. The block V (ε, �) is the braided vector space
with a basis (xi )i∈I�

such that for i, j ∈ I� = {1, 2, . . . , �}, 1 < j :

c(xi ⊗ x1) = εx1 ⊗ xi , c(xi ⊗ x j ) = (εx j + x j−1)⊗ xi . (4.22)

Later on, we call V (ε, 2) and ε-block; this is justified by Theorem 4.7.

4.2.1.5 Rack Type

To define this class of braided vector spaces, we need to discuss the notion of rack,
that is an abstract version of the conjugation in a group; see [15] formore information.
We start with the general notion of braided set; we leave to the reader to fill in the
details of the proofs.

The braid Eq. (4.11) makes sense in anymonoidal category, a basic example being
the category of sets with Cartesian product as the tensor one. So, a braided set is a
pair (X,c), where X �= ∅ is a set and c : X × X → X × X is a bijection such that

(c× id)(id × c)(c× id) = (id × c)(c× id)(id × c). (4.23)

Also, c is called a set-theoretical solution of the quantum Yang–Baxter equation; it
has been studied in many papers [30, 32, 61], etc.
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Notice that any braided set (X,c) gives rise to a braided vector space (kX, c)
by linearization, namely kX is the vector space with basis (ex )x∈X and c extends
linearly the map defined on the basis by c.

Let X be a non-empty set and c : X × X → X × X be a bijection. If p1, p2 :
X × X → X are the standard projections, then we write

x � y = p1c(x, y), x � y = p2c(x, y), so that c(x, y) = (x � y, x � y),x, y ∈ X.

Clearly, to give � and � is equivalent to give c.
Exercise 4.6 1. Find necessary and sufficient conditions on the pair (�, �) so that

c satisfies (4.23).
2. Let q : X × X → k× be a function denoted (x, y) �→ qx,y and let

cq : kX ⊗ kX → kX ⊗ kX, cq(ex ⊗ ey) = qx,yex�y ⊗ ex�y, x, y ∈ X.
(4.24)

Prove that if cq satisfies (4.11), then (X,c) is a braided set.
3. Let qbe as in the previous item.Assume that (X,c) is a braided set. Find necessary

and sufficient conditions on q so that cq satisfies (4.11).

The definition of rack arises by considering the trivial �, i.e., x � y = x for all
x, y ∈ X . That is, consider� : X × X → X and correspondinglyc : X × X → X ×
X given by c(x, y) = (x � y, x), x, y ∈ X . Then c is bijective if and only if

the map φx = x � is bijective for any x ∈ X (4.25)

while c satisfies (4.23) if and only if

x � (y � z) = (x � y) � (x � z) for all x, y, z ∈ X. (4.26)

We say that (X, �) is a rack if (4.25) and (4.26) hold. Morphisms of racks and
subracks are defined as usual; AutX denotes the group of rack automorphisms of X .

Exercise 4.7 Let X be a non-empty set and � : X × X → X a function.

1. Let q : X × X → k× be a function, (x, y) �→ qx,y , and let cq : kX ⊗ kX →
kX ⊗ kX be given by

cq(ex ⊗ ey) = qx,yex�y ⊗ ex , x, y ∈ X.

Prove that (kX, cq) is a braided vector space if and only if (X, �) is a rack and

qx,y�zqy,z = qx�y,x�zqx,z, ∀x, y, z ∈ X. (4.27)
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2. Here is a generalization. Let W be a vector space and let q : X × X → GL(W )

be a function. Set V = kX ⊗W , exv := ex ⊗ v. Let cq : V ⊗ V → V ⊗ V be
given by

cq(exv⊗ eyw) = ex�yqx,y(w)⊗ exv, x, y ∈ X, v,w ∈ W. (4.28)

Prove that (V, cq) is a braided vector space if and only if (X, �) is a rack and
(4.27) holds.

3. Let q, p : X × X → k× be two functions satisfying (4.27) and let b : X → k× be
a function. Let T : kX → kX be given by T (ex ) = bxex , x ∈ X . Find necessary
and sufficient conditions such that T : (kX, cq)→ (kX, cp) is a morphism of
braided vector spaces.

The condition (4.27) says that q is a 2-cocycle; when dimW = 1, it is part of a
cohomology theory, while for n > 1 it is a non-abelian cocycle. Observe that any
constant function q is a 2-cocycle.

Braided vector spaces as in the previous Exercise are called of rack type and play
an important role in the classification of finite-dimensional pointed Hopf algebras.

4.2.1.6 Racks

We discuss now examples of racks; once again the reader is encouraged to work out
the details.

Example 4.7 Let (X,c) be a braided set with associated � and � as above. Then we
say that c is non-degenerate if for all x, y ∈ X the maps

x � : X → X, � y : X → X

are both bijective. Assume that this is the case. Write � y−1 for the inverse of
� y. Define �: X × X → X by

x � y = (
(x � y−1) � y

) � x . (4.29)

Then (X,�) is a rack, called the derived rack of (X,c).

Example 4.8 Let X be a non-empty set. Given σ ∈ SX , the associated permutation
rack (X, �) is defined by x � y = σ(y) for all x, y ∈ X .

Example 4.9 A group G is a rack with x � y = xyx−1, x, y ∈ G. If X ⊂ G is stable
under conjugation by G (e.g., if X is a conjugacy class), then it is a subrack of G.

Example 4.10 A set X �= ∅ with � defined by x � y = y for all x, y ∈ X is a rack;
such racks are called abelian. The abelian rackwith elements {1, . . . , n} is denoted In .
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Exercise 4.8 1. If X is a rack, then φ : X → SX , x �→ φx , is a morphism of racks.
The subgroup of SX generated by the image of φ is denoted by Inn X . Thus Inn X
acts on X . Show that Inn X is a normal subgroup of AutX (the group of rack
automorphisms).

2. When a subrack of a group is a permutation rack?
3. Let X be a subrack of a group. Then, for all x, y ∈ X , we have

x � x = x, (4.30)

x � y = y =⇒ y � x = x, (4.31)

A rack with these properties is a crossed set. Can a crossed set be realized always
as a subrack of a group?

The following examples canbe identifiedwith subracks of groups, but theydeserve
a separate consideration.

Example 4.11 Let G be a group and T ∈ AutG. Let⇀T be the action of G on itself
given by x ⇀T y = x y T (x−1), x, y ∈ G. Then the orbit OG,T

x of x ∈ G by this
action is a rack with operation

y �T z = y T (z y−1), y, z ∈ OG,u
x . (4.32)

The rack (OG,T
x , �T ) is called a twisted conjugacy class of type (G, T ).

Example 4.12 Let A be an abelian group and T ∈ AutA. We define the operation �
by

x � y = (1− T )x + T y, x, y ∈ A.

Then (A, �) is a rack, denoted Aff(A, T ). If T is multiplication by a fixed m, then
the rack is denoted by Aff(A,m). The rack Aff(A, T ) is isomorphic to the subrack
A × id of A � 〈T 〉. Racks of this sort are called affine. For instance, the dihedral
rack Dn , n ≥ 3, is Aff(Z/n, T ), where T is multiplication by −1.
Exercise 4.9 Let X be a rack; below ∪̇ means disjoint union.

1. A decomposition of X is a pair of subracks (Y, Z) such that X = Y ∪̇ Z ; X is
decomposable if it admits a decomposition, indecomposable otherwise.

Let ∅ �= Y � X and Z = X − Y . If X is finite, then

(Y, Z) is a decomposition of X ⇐⇒ Y � Z ⊆ Z and Z � Y ⊆ Y ⇐⇒ X � Y ⊆ Y.

If X is not finite, which of the implications remain true? Find counterexamples
for the rest.

2. X is indecomposable ⇐⇒ X = O Inn X
x for any x ∈ X .
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3. Let n ≥ 3. Compute all subracks of Dn . Conclude that Dn is indecomposable if
n is odd. Prove that InnD4 �= AutD4, what about InnDn for n �= 4?

Exercise 4.10 Let Y, Z be two racks and X = Y ∪̇ Z . The following are equivalent:

1. Structures of rack on X such that (Y, Z) is a decomposition.
2. Pairs (ς,�) of morphisms of racks ς : Y → AutZ , � : Z → AutY such that

y ��z(u) = �ςy(z)(y � u), ∀y, u ∈ Y, z ∈ Z , i.e., φy�z = �ςy(z)φy;
(4.33)

z � ςy(w) = ς�z(y)(z � w), ∀y ∈ Y, z,w ∈ Z , i.e., φzςy = ς�z(y)φz .

(4.34)

The rack X is denoted Y ς
∐

� Z , with ς omitted if ςy = idZ for all y ∈ Y , idem for
� . Assume that Y and Z are crossed sets and that (4.33) and (4.34) hold. Then X is
a crossed set if and only if the following condition holds:

ςy(z) = z if and only if �z(y) = y, ∀y ∈ Y, z ∈ Z . (4.35)

Exercise 4.11 Assume that Y = In . Then the previous setting reduces to a family
(ςi )i∈In of commuting elements in AutZ and a morphism of racks� : Z → Sn such
that

�z = �ς j (z), z � ς j (w) = ς�z( j)(z � w), ∀ j ∈ In, z,w ∈ Z .

Suppose that Y = In and Z = Im . Then the previous setting consists of families
(ςi )i∈In and (�h)h∈Im of commuting elements in Sm and Sn , respectively, such that

�h = �ς j (h), ς j = ς�h( j), ∀ j ∈ In, h ∈ Im . (4.36)

In particular, letσ ∈ Sm andπ ∈ Sn and consider the constant familiesςi = σ , i ∈ In ,
and�h = π , h ∈ Im . These families satisfy (4.36), thus we have the rack In σ

∐
π Im .

Here is an important notion for our purposes.

Definition 4.1 A finite rack X is simple if

• it has at least 2 elements,
• for any surjective morphism of racks π : X → Y , either π is an isomorphism or
Y has just one element.

Finite simple racks have been classified in [15, Th. 3.9, Th. 3.12], [56]. Because
of its importance in recursive arguments about Nichols algebras, we state this result.

Theorem 4.2 Let X be a finite simple rack with |X | elements. Then either of the
following holds:
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1. |X | is divisible by at least two primes. In this case, there exist
• a simple non-abelian group L,
• t ∈ N, and
• θ ∈ AutL,

such that X is a twisted conjugacy class of type (G, T ), where

• G = Lt and
• T ∈ Aut(Lt ) acts by

T (�1, . . . , �t ) = (θ(�t ), �1, . . . , �t−1), �1, . . . , �t ∈ L .

Furthermore, L and t are unique, and T only depends on its conjugacy class in
Out(Lt ) = Aut(Lt )/Inn(Lt ).

2. |X | = pt where p is a prime and t ∈ N. In this case, there are two possibilities:

a. t = 1 and X � Ip is the permutation rack of the cycle (1, 2, . . . , p) (this
could not be realized as a conjugacy class in a group).

b. X is the affine rack (Fp
t , T ), where T is the companion matrix of a monic

irreducible polynomial f ∈ Fp[X] of degree t, different from X and X− 1.

Particularly, non-trivial conjugacy classes in finite simple groups are simple racks.

4.2.2 Braided Tensor Categories

The notion of braided vector space has a counterpart in the notion of braided tensor
category, that is both technically convenient and the right formulation for applica-
tions. We briefly discuss this notion and refer to [31, 58] for extensive expositions.

4.2.2.1 Tensor Categories

We start by the formal definitions.
A monoidal category is a collection (C ,⊗, 1, a, l, r), where

• C is a category;
• ⊗ : C × C → C is a functor, called the tensor product;
• 1 ∈ C is an object called the unit;
• aX,Y,Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z) is an invertible natural transformation,
called the associativity constraint;

• lX : X → X ⊗ 1, rX : X → 1⊗ X , are invertible natural transformations, called
the left and right unit constraints.

These data are required to satisfy the pentagon and the triangle axioms, expressed
by the commutativity of the following diagrams:
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((X ⊗ Y )⊗ Z)⊗U
a(X⊗Y ),Z ,U

aX,Y,Z⊗idU

(X ⊗ Y )⊗ (Z ⊗U )

aX,Y,Z⊗U

(X ⊗ (Y ⊗ Z))⊗U

aX,Y⊗Z ,U

X ⊗ (Y ⊗ (Z ⊗U ))

X ⊗ ((Y ⊗ Z)⊗U )

idX⊗aY Z ,U

and

(X ⊗ 1)⊗ Y
aX,1,Y

X ⊗ (1⊗ Y )

X ⊗ Y.

lX⊗idY idX⊗rY

The pentagon and triangle axioms guarantee that we can tensor any finite number
of objects, the result being independent of the distribution of parentheses up to
isomorphism, and that the unit objects can be ignored in such a product. This was
shown by S. Mac Lane, who also proved any monoidal category is equivalent to a
strict one (one with associative and unit constraints equal to the identity).

Let C be a monoidal category and M ∈ C . A left dual of M is an object ∗M ∈ C
provided with morphisms

1
coevM ∗M ⊗ M , M ⊗ ∗M

evM 1,

such that the composition

M
lM

M ⊗ 1
id⊗coevM

M ⊗ ∗M ⊗ M
evM⊗id

1⊗ M
r−1M

M
(4.37)

equals idM . Analogously, a right dual of M is an object M∗ ∈ C provided with
morphisms

1
coev′M

M ⊗ M∗ , M∗ ⊗ M
ev′M 1,

such that the following composition equals idM :

M
rM

1⊗ M
coev′M⊗id

M ⊗ M∗ ⊗ M
id⊗evM

M ⊗ 1
l−1M

M
(4.38)

Clearly, if M has a right dual M∗, then M∗ has itself a left dual which is M .
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Exercise 4.12 Prove that two left duals of the same object are isomorphic.

A monoidal category C is rigid if every object in C has right and left duals.

Example 4.13 Assume that C is a discrete category, i.e., Ob C is a set X and the
only arrows are the identities idx , x ∈ X . Then a structure of monoidal category on
C is tantamount to a structure of monoid on X . Thus, a structure of rigid monoidal
category on C is tantamount to a structure of group on X . In other words, the notion
of rigid monoidal category is a categorification of the notion of group.

Definition 4.2 A tensor category (over k) is a rigid monoidal category such that C
is abelian k-linear and ⊗ is k-linear in each variable (i.e., ⊗ is a bifunctor).

Example 4.14 Let Veck be the category of vector spaces over k and let veck be the
full subcategory of the finite-dimensional ones. Then Veck is a monoidal (abelian
k-linear) category, with ⊗ = ⊗k the usual tensor product over k, 1 � k, and the
natural isomorphisms a, l and r from the universal property defining ⊗k. Also veck
is a tensor category; given V ∈ veck, we take ∗V = V ∗ = homk(V,k) and

k
coevV ∗V ⊗ V V ⊗ ∗V

evV
k

1
∑

i∈I
αi ⊗ vi , f ⊗ v f (v),

where (vi )i∈I is a basis of V and (αi )i∈I is its dual basis.

Exercise 4.13 Prove that Veck is not rigid.

Example 4.15 Let H be a Hopf algebra with bijective antipode S . Let RepH be
the category of representations of H and let repH be the full subcategory of the
finite-dimensional ones. Then RepH is a monoidal subcategory of Veck and repH
is a tensor subcategory of veck (but neither is full). Indeed, if V,W ∈ RepH , then
H acts on V ⊗W via the comultiplication Δ; the unit is k with the trivial action
given by the counit ε; ∗V , respectively V ∗, is homk(V,k) with the action given by
the transpose of the antipode, respectively, its inverse.

This class of examples includes the following:

• The category RepG of representations of a group G over k and the subcategory
repG.

• The category Rep g of representations of a Lie algebra g and the subcategory rep g.
• The category VecGk ofG-graded vector spaces, whereG is a group, and the subcat-
egory vecGk . Here the tensor product of V = ⊕g∈GVg andW = ⊕g∈GWg is graded
as V ⊗W = ⊕g∈G(V ⊗W )g , where

(V ⊗W )g = ⊕h∈GVh ⊗Wh−1g.

The category of super vector spaces is the particular case Sveck = VecZ/2
k ; as usual,

sveck is the full subcategory of finite-dimensional objects.
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Exercise 4.14 Assume that k is algebraically closed of characteristic 0. Let G be
a finite abelian group and Ĝ be its group of characters. Then VecGk is equivalent to
RepĜ as monoidal categories.

Example 4.16 Let H be a Hopf algebra with bijective antipode. Let M H , respec-
tively HM , be the category of right, respectively left, H -comodules. Then bothM H

and HM are monoidal subcategories of Veck. Indeed, the tensor product arises via
the multiplication and the unit is k with the trivial coaction. The subcategories of
finite-dimensional comodules are tensor, with duals given by the antipode, respec-
tively its inverse.

4.2.2.2 Braided Tensor Categories

If the notion of monoidal category could be thought as an extension of the notion of
monoid (or group), then it is natural to seek for the analog of the notion of abelian
group. Such an analoguewas already proposed by S.Mac Lane–symmetric monoidal
categories. However, the weaker notion of braided category turned out to be much
more flexible for applications.

A braided monoidal category is a monoidal category C provided with a natural
isomorphism cX,Y : X ⊗ Y → Y ⊗ X , called the braiding, that is required to fulfill
the hexagon axioms, meaning that the following diagrams commute:

(X ⊗ Y )⊗ Z
aX,Y,Z

cX,Y⊗id

X ⊗ (Y ⊗ Z)
cX,Y⊗Z

(Y ⊗ Z)⊗ X

aY,Z ,X

(Y ⊗ X)⊗ Z aY,X,Z
Y ⊗ (X ⊗ Z)

id⊗cX,Z Y ⊗ (Z ⊗ X),

(4.39)

X ⊗ (Y ⊗ Z)
a−1X,Y,Z

id⊗cY,Z

(X ⊗ Y )⊗ Z
cX⊗Y,Z

Z ⊗ (X ⊗ Y )

a−1Z ,X,Y

X ⊗ (Z ⊗ Y )
a−1X,Y,Z

(X ⊗ Z)⊗ Y
cX,Z⊗id (Z ⊗ X)⊗ Y,

(4.40)

for all X,Y, Z ∈ C . In addition, C is symmetric when

cY,XcX,Y = idX⊗Y , for all X,Y ∈ C . (4.41)

Loosely, (4.41) is abbreviated as c2 = id. In this case, c is called a symmetry, instead
of a braiding.
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Exercise 4.15 Assume that (4.41) holds. Then (4.39) and (4.40) are equivalent.

Needless to say, a braided tensor category is a tensor category that is also braided.

Example 4.17 The super categories Veck and veck are symmetric, with symmetry
being the transposition τ .

Example 4.18 IfG is a group and g is a Lie algebra, then the tensor categories RepG
and Repg are symmetric, with symmetry τ .

Example 4.19 The categories Sveck and sveck are symmetric, with symmetry being
the super transposition sτ .

Exercise 4.16 1. Classify all possible braidings in the category VecZ/n
k , 1 < n ∈ N.

2. Classify all possible braidings in the category VecGk , whereG is an abelian group;
determine those that are symmetries.

3. Let G be a group. Prove that the category VecGk admits a braiding if and only if
G is abelian.

Where the adjective braided comes from?

Proposition 4.2 Let C be a braided monoidal category. Assume that it is strict, i.e.,
the associativity and unit constraints are identities. Then for all X,Y, Z ∈ C ,

(cY,Z ⊗ idX )(idY ⊗ cX,Z )(cX,Y ⊗ idZ ) = (idZ ⊗ cX,Y )(cX,Z ⊗ idY )(idX ⊗ cY,Z ),
(4.42)

equality in hom(X ⊗ Y ⊗ Z , Z ⊗ Y ⊗ X).

Thus, if X ∈ C , then cX,X is a solution of the braid equation. If C is not strict,
then a version of (4.42) with associators holds.

V.G. Drinfeld found a mechanism to construct solutions of the braid Eq. (4.11).
First, he introduced the notion of quasitriangular Hopf algebra as a pair (H, R)where
H is a Hopf algebra and R ∈ H ⊗ H is tailored to give RepH a structure of braided
tensor category. Second, he showed how to assign to a Hopf algebra H (say finite-
dimensional to avoid technicalities), a quasitriangular Hopf algebra D(H)–called
nowadays the Drinfeld double of H . For a better understanding of this construction,
we give now the categorical version; passing from H to D(H) is a particular instance
of the center of a monoidal category.

Exercise 4.17 Let C be a monoidal category. Prove that Z (C ) (the center of C )
defined as follows is a braided monoidal category:

• The objects are pairs (Z , γ ) where Z ∈ C and γ is a natural isomorphism

γX : X ⊗ Z → Z ⊗ X, X ∈ C ,
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such that the following diagram commutes:

X ⊗ (Y ⊗ Z)
a−1X,Y,Z

id⊗γY

(X ⊗ Y )⊗ Z
γX⊗Y

Z ⊗ (X ⊗ Y )

a−1Z ,X,Y

X ⊗ (Z ⊗ Y )
a−1X,Y,Z

(X ⊗ Z)⊗ Y
γX⊗id (Z ⊗ X)⊗ Y.

(4.43)

By the similarity of (4.43) with (4.40), γ is called a half-braiding.
• The morphisms between pairs (Z , γ ) and (Z ′, γ ′) are maps f : Z → Z ′ in C
such that

( f ⊗ idX )γX = γ ′X (idX ⊗ f ) : X ⊗ Z ′ → Z ′ ⊗ X, for all X ∈ C .

• The tensor product of (Z , γ ) and (Z ′, γ ′) is (Z ⊗ Z ′, γ̃ ), where γ̃ is defined by
the commutativity of the diagram

X ⊗ (Z ⊗ Z ′)
a−1
X,Z ,Z ′

γ̃

(X ⊗ Z)⊗ Z ′
γX⊗id

(Z ⊗ X)⊗ Z ′

aZ ,X,Z ′

(Z ⊗ Z ′)⊗ X Z ⊗ (Z ′ ⊗ X)
a−1
Z ,Z ′ ,X

Z ⊗ (X ⊗ Z ′)
id⊗γ ′X

(4.44)

• The unit object is (1, r−1l).
• The braiding between (Z , γ ) and (Z ′, γ ′) is

c(Z ,γ ),(Z ′,γ ′) = γ ′Z .

If (Z , γ ) ∈ Z (C ) and Z has a left dual inC , then (Z , γ ) has a left dual inZ (C ).

Exercise 4.18 Compute explicitly Z (RepG) and Z (VeckG).

4.2.2.3 Yetter–Drinfeld Modules

Let H be a Hopf algebra with bijective antipode S . Let G(H) be the group of
group-like elements. This is the point we wanted to reach:

Definition 4.3 A Yetter Drinfeld module over H is a vector space V provided with

• a structure of left H -module · : H ⊗ V → V and
• a structure of left H -comodule δ : V → H ⊗ V , such that
• for all h ∈ H and v ∈ V , the following compatibility condition holds:

δ(h · v) = h(1)v(−1)S (h(3))⊗ h(2) · v(0). (4.45)
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Thuswe have the category H
HY D of Yetter–Drinfeldmodules, withmorphisms being

linear maps that preserve both the action and the coaction.

Exercise 4.19 Prove that HHY D is a braided tensor category, with the tensor product
of modules and comodules and braiding

cV,W (v⊗ w) = v(−1) · w⊗ v(0), V,W ∈ H
HY D, v ∈ V, w ∈ W. (4.46)

Here cV,W is bijective because S is so; indeed

c−1W,V (v⊗ w) = w(0) ⊗S −1(w(−1)) · v, V,W ∈ H
HY D, v ∈ V, w ∈ W.

(4.47)

That is, the assignment H � H
HY D is the categorical version of H � D(H);

indeed, when H is finite-dimensional, HHY D is equivalent to RepD(H).

Exercise 4.20 Show that H
HY D is equivalent as tensor category to Z (HM ).

Notice that there are four versions of Yetter–Drinfeld categories, the other three
being HY DH (left comodules and right modules), Y DH

H and HY DH .

Summarizing, given H as above, every V ∈ H
HY D provides a braided vector

space, namely (V, cV,V ). Two questions come up naturally: Does every braided
vector space (V, c) arise as a Yetter–Drinfeld module over some H? (For short, we
say that (V, c) is realized over H .) If yes, then in so many ways? The answer to the
first is affirmative, up to a technical hypothesis:

Definition 4.4 A finite-dimensional braided vector space (V, c) is rigid if the map
c� : V ∗ ⊗ V → V ⊗ V ∗ given by

f ⊗ v �−→
∑

i

(ev⊗ id ⊗ id)( f ⊗ c(v⊗ vi )⊗ αi )

is invertible, where (vi ) is a basis of V and (αi ) its dual basis.

Proposition 4.3 ([33, 43, 77, 81]) Let (V, c) be a rigid braided vector space. Then
there is a Hopf algebra H(V ) such that V ∈ H(V )

H(V )Y D and c = cV,V .

The construction of H(V ) is done in two steps: first, one attaches a bialgebra
A(V ) such that V ∈ A(V )

A(V )Y D–this is the celebrated FRT-construction. Second, and
here rigidity is needed, one passes from A(V ) to H(V ).

However, H(V ) does not provide, by far, the unique realization and the problem
of classifying or even characterizing all of them contains some subtleties.
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Example 4.20 A pair (g, χ) ∈ G(H)× homalg(H,k) is called a YD-pair for H
provided that

χ(h) g = χ(h(2))h(1) gS (h(3)), h ∈ H. (4.48)

If (g, χ) is a YD-pair, then g ∈ Z(G(K )).
YD-pairs classify the V ∈ H

HY D with dim V = 1. Indeed, if (g, χ) is a YD-pair,
then kχg = k with action and coaction given by χ and g respectively, is in H

HY D . In
fact, (4.48) is just (4.45). Clearly, the braiding of kχg is multiplication by q = χ(g).

Example 4.21 Let q = (qi j ) ∈ (k×)I×I satisfying (4.16) and let V the corresponding
braided vector space of diagonal type with respect to a basis (xi )i∈I. A principal
realization of (V, c) is a collection (gi , χi )i∈I of YD-pairs such that qi j = χ j (gi ) for
all i, j ∈ I. But there might be realizations different from these.

Example 4.22 Assume that k is algebraically closed and char k = 0. If H = kΓ ,
where Γ is a finite abelian group, then H

HY D is semisimple and its simple objects
have dimension 1. Now (4.48) always holds. In conclusion, every V ∈ H

HY D of
dimension θ ∈ N is determined by families (gi )i∈Iθ

and (χi )i∈Iθ
; the braiding of V is

of diagonal type with matrix q = (qi j ), qi j = χ j (gi ), for all i, j ∈ Iθ .

Example 4.23 We now explain how to realize blocks of dimension 2, cf. Example
4.6. A YD-triple for H is a collection (g, χ, η) where (g, χ), is a YD-pair for H ,
η ∈ Derχ,χ (H,k), η(g) = 1 and

η(h)g = η(h(2))h(1)gS (h(3)), h ∈ H. (4.49)

Let (g, χ, η) be a YD-triple. Let Vg(χ, η) be a vector space with a basis (xi )i∈I2 ,
where action and coaction are given by

h · x1 = χ(h)x1, h · x2 = χ(h)x2 + η(h)x1, δ(xi ) = g ⊗ xi ,

h ∈ H , i ∈ I2. Then Vg(χ, η) ∈ H
HY D , the compatibility being granted by (4.48),

(4.49). Since η(g) �= 0, thenVg(χ, η) is indecomposable in H
HY D . As braided vector

space, Vg(χ, η) is the block V (ε, 2), where ε := χ(g).

Exercise 4.21 Find a realization of the block V (ε, 2) over kZ.

Exercise 4.22 Let G be a group. Prove that M ∈ kG
kGY D if and only if M is a G-

module with a G-grading M = ⊕γ∈GMγ such that g · Mγ = Mgγ g−1 . Consequently,
if N ≤ M is a Yetter–Drinfeld submodule, then N inherits the grading; in particular
N �= 0 implies Nγ �= 0 for some γ ∈ G.

Example 4.24 Let G be a finite group. Let O be a conjugacy class in G, pick x ∈
O and (W, ρ) an irreducible representation of Gx = {g ∈ G : gx = xg}, i.e., the
centralizer (or the isotropy subgroup) of x . Let
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M(O, ρ) = IndGGxρ = kG ⊗kGx W. (4.50)

We want to show that M(O, ρ) ∈ kG
kGY D , for which we need to define the coaction.

Let (xi )i∈Im be a numeration of O , m = |O|. Then there are (zi )i∈Im in G such that

zi � x = zi xz
−1
i = xi , i ∈ Im .

Thus G =∐
i∈Im

ziGx . We may normalize the choice by x1 = x and z1 = e. Now

M(O, ρ) = ⊕i∈Imkzi ⊗W ; (4.51)

the action of G is explicitly given by

g · (zi ⊗ w) = z j ⊗ ρ(y)(w), if gzi = z j y, g ∈ G, i ∈ I, w ∈ W.

We define δ : M(O, ρ)→ kG ⊗ M(O, ρ) by

δ(zi ⊗ w) = xi ⊗ (zi ⊗ w), i ∈ I, w ∈ W.

(In the formulation of Exercise 4.22, the grading is (4.51) withkzi ⊗W in degree xi ).
We prove the compatibility condition (4.45). Let g ∈ G, i ∈ I, w ∈ W and suppose
that gzi = z j y with y ∈ Gx . Then

δ(g · (zi ⊗ w)) = x j ⊗ (z j ⊗ ρ(y)(w)),

g(zi ⊗ w)(−1)g−1 ⊗ g · (zi ⊗ w)(0) = gxi g
−1 ⊗ z j (⊗ρ(y)(w)).

and the first line equals the second because

gxi g
−1 = gzi xz

−1
i g−1 = z j yxy

−1z−1j = z j xz
−1
j = x j .

Using Exercise 4.22, we check that M(O, ρ) is a simple Yetter–Drinfeld module.
Clearly dim M(O, ρ) = |O| dimW . Also it is easy to see thatM(O, ρ) � M(O ′, ρ ′)
implies O = O ′ and ρ = ρ ′ (we have picked one element in each conjugacy class).
Since kG

kGY D � RepD(kG), we conclude that

⊕

O conjugacy class
ρ∈IrrGx

EndM(O, ρ) ≤ D(kG). (4.52)

Assume that k is algebraically closed and that char k does not divide |G|. Then
by a counting argument, see [15, p. 63], we see that the equality holds in (4.52);
hence

• the category kG
kGY D is semisimple and

• any simple object in kG
kGY D is isomorphic to M(O, ρ) for a unique (O, ρ).
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Finally, the braiding in M(O, ρ) is given by

c((zk ⊗ v) · (zi ⊗ w)) = xk · (zi ⊗ w)⊗ (zk ⊗ v) = z j ⊗ ρ(y)(w)⊗ (zk ⊗ v)

where xkzi = z j y.Now, x j = z j y � x = xkzi � x = xk � xi . In otherwords,M(O, ρ)
is isomorphic to a braided vector space of rack type. Namely consider the rack O;
then themapM(O, ρ)→ kX ⊗W , zi ⊗ w �→ exi ⊗ w is an isomorphismof braided
vector spaces, where q : X × X → GL(W ), qxi ,x j = ρ(y).

4.3 Nichols Algebras

Nichols algebras are a special kind of Hopf algebras in braided tensor categories.
Our main interest is in Nichols algebras in the category H

HY D . We start with the
definition of Hopf algebra in a braided tensor category; then we discuss the concept
of Nichols algebra. Finally, we overview several techniques to compute Nichols alge-
bras. Throughout we refrain from using parentheses and the associativity constraints,
as justified by Mac Lane coherence theorem.

4.3.1 Hopf Algebras in Braided Tensor Categories

Let C be a monoidal category. A monoid in C is a triple (M, μ, u), where M ∈ C ,
μ : M ⊗ M → M and u : 1 → M are morphisms in C , such that the following
diagrams commute:

M ⊗ M ⊗ M

μ⊗id

id⊗μ
M ⊗ M

μ

M ⊗ M
μ

M,

1⊗ M
u⊗id

l

M ⊗ M
μ

M M ⊗ 1r

id⊗u

(4.53)

WhenC is actually a tensor category, it is also customary to say algebra inC instead
of monoid in C . Indeed, a monoid in Veck is just an associative algebra over k.

Example 4.25 Let G be a group. An algebra in VecGk is just a G-graded algebra.

The dual notion of comonoid in C is obtained reversing the arrows. That is, a
comonoid is a triple (C, δ, ε), where C ∈ C , δ : C → C ⊗ C , and ε : C → 1 are
morphisms in C , such that the following diagrams commute:
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C ⊗ C ⊗ C C ⊗ C
id⊗δ

C ⊗ C

δ⊗id

C,
δ

δ

1⊗ C

l

C ⊗ C
ε⊗id

id⊗ε

C

δ

C ⊗ 1.r

(4.54)

When C is a tensor category, we say coalgebra instead of comonoid.

There are straightforward definitions of morphisms of monoids, and thus of the
category of monoids inC , and also of actions of monoids on objects ofC , and thus of
the category of objects in C with action of a fixed monoid. However extra structure
is needed to define the tensor product of two monoids.

Definition 4.5 Let C be a braided monoidal category. The tensor product of two
monoids M = (M, μM , uM) and N = (N , μN , uN ) in C is the monoid

M⊗N = (M ⊗ N , μM⊗N , uM⊗N ),

where μM⊗N and uM⊗N are defined by the following compositions:

M ⊗ N ⊗ M ⊗ N
μM⊗N

idM⊗cN ,M

M ⊗ N ,

M ⊗ M ⊗ N ⊗ N

μM⊗μN

M ⊗ N

uM⊗uN

uM⊗N
1.

1⊗ 1
l

Exercise 4.23 1. Prove that the unit of a monoid is unique. Idem for the counit of
a comonoid.

2. Prove that M⊗N is a monoid, i.e., it satisfies (4.53).
3. Define the tensor product comonoid of two comonoids; show that it satis-

fies (4.54).
4. Let M be a monoid and C a comonoid in C . Define the convolution product

∗ : homC (C,M)× homC (C,M)→ homC (C,M), f ∗ g = μ( f ⊗ g)δ.

Prove that ∗ is associative and has unit uε.



4 An Introduction to Nichols Algebras 163

Definition 4.6 Let C be a braided tensor category. A bialgebra in C is a collection
(B, μ, u,Δ, ε) such that

• (B, μ, u) is an algebra (a monoid) in C ;
• (B,Δ, ε) is a coalgebra in C ;
• Δ : B → B⊗B is a morphism of algebras.

AHopf algebra inC is a bialgebra B such that the identity idB ∈ homC (B, B) admits
an inverse S for the convolution product ∗; i.e., there exists S ∈ homC (B, B)
such that

S ∗ idB = idB ∗S = uε.

Example 4.26 Let H be a Hopf algebra with bijective antipode and C = H
HY D .

Let V ∈ H
HY D . Then the tensor algebra T (V ) is an algebra in H

HY D . Thus we may
consider the algebra T (V )⊗T (V ), which is not the same as the algebra T (V )⊗
T (V ). For instance, if y, u ∈ T (V ), then the product in T (V )⊗T (V ) gives

(1⊗ y)(u ⊗ 1) = (y(−1) · u)⊗ y(0).

By the universal property, since T (V )⊗T (V ) is in particular an associative algebra,
there is a unique map Δ : T (V )→ T (V )⊗T (V ) such that Δ(v) = v⊗ 1+ 1⊗ v,
v ∈ V . Notice that Δ neither coincides with the Δ in Remark 4.2 nor with the � in
Sect. 4.1.6.

Exercise 4.24 The tensor algebra T (V ) with the map Δ : T (V )→ T (V )⊗T (V )
defines a Hopf algebra in H

HY D (define the antipode on T n(V ) recursively on n).

Exercise 4.25 There is a coalgebra map μ : T c(V )⊗T c(V )→ T c(V ) determined
by μ(v⊗ 1) = v = μ(1⊗ v), v ∈ V ; with this, T c(V ) is a graded Hopf algebra
in H

HY D .

We shall see plenty of examples of Hopf algebras in braided tensor categories,
aka braided Hopf algebras. But before that, let us show how they appear in nature.

4.3.2 Bosonization

A basic result in group theory establishes an equivalence between the following two
situations:

(a) π : G → L and ι : L → G are morphisms of groups such that πι = idL .
(b) L and N are groups with L acting on N by group homomorphisms.

Namely, if (a) holds, then one takes N = ker π ; while if (b) holds, then G � N �

L . The situation is slightly more complicated when we consider the parallel setting
for Hopf algebras; as we shall see, braided Hopf algebras appear in a natural way.
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We start considering the situation:

(A) π : A→ H and ι : H → A are morphisms of Hopf algebras such that
πι = idH .

It turns out that the right analogue of ker π in this setting is

R = AcoH = {a ∈ A : (id ⊗ πH )Δ(a) = a ⊗ 1}

(Un)fortunately, this is not a Hopf algebra, but, following Radford and Majid, see
[66, 73], we claim that R is a braided Hopf algebra in H

HY D ; explicitly, via

h · r = h(1)rS (h(2)),

r(−1) ⊗ r(0) = π(r(1))⊗ r(2),

R is a subalgebra of A,

ΔR(r) = r (1) ⊗ r (2) = ϑR(r(1))⊗ r(2), r ∈ R, h ∈ H.

(4.55)

We leave the proof to the reader, who may find useful the map ϑR : A→ R given by

ϑR(a) = a(1)ιπ(S (a(2))), a ∈ A; (4.56)

it satisfies ϑR(rh) = rε(h), ϑR(hr) = h · r, r ∈ R, h ∈ H.
(4.57)

It is tempting to guess that the situation (A) would be equivalent to

(B) H is a Hopf algebra and R is a braided Hopf algebra.

This is indeed the case; it remains to produce a Hopf algebra R#H from R and H ,
and this is done by a construction proposed by Radford, and interpreted in terms of
braided categories by Majid; see [66, 73]. Concretely, R#H = R ⊗ H as a vector
space, so we use the notation r#h = r ⊗ h, r ∈ R, h ∈ H . This is a Hopf algebra by

(r#h)(s# f ) = r(h(1) · s)#h(2) f,
Δ(r#h) = r (1)#(r (2))(−1)h(1) ⊗ (r (2))(0)#h(2).

(4.58)

We call R#H the bosonization of R (some authors say theRadford biproduct instead).
We are back in situation (A) by the maps π : R#H → H and ι : H → R#H ,

π(r#h) = ε(r)h, ι(h) = 1#h, r ∈ R, h ∈ H.

Exercise 4.26 1. Prove that R#H is a Hopf algebra with the structure (4.55), with
antipode SR#H determined by

SR#H (r) = S (r(−1))SR(r(0)), r ∈ R. (4.59)
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Then pR : R#H → R, pR(r#h) = rε(h), r ∈ R, h ∈ H , is a morphism of coal-
gebras.

2. Prove that R = AcoH is a Hopf algebra in H
HY D with the structure (4.58). Along

the way, prove that the antipode SR of R is given by

SR(r) = r(−1)S (r(0)), r ∈ R, (4.60)

is a morphism in H
HY D and is anti-multiplicative and anti-comultiplicative in the

following sense:

SRμ = μ(SR ⊗SR)c = μc(SR ⊗SR),

ΔRSR = (SR ⊗SR)cΔR = c(SR ⊗SR)ΔR,
(4.61)

3. Let R be a Hopf algebra in H
HY D . The adjoint representation of R on itself is the

linear map adc : R → EndR given by

adcx(y) = μ(μ⊗S )(id ⊗ c)(Δ⊗ id)(x ⊗ y), x, y ∈ R.

Show that this is indeed an algebra map. Explicitly,

adcx(y) = x (1)[(x (2))(−1) · y]S ((x (2))(0)) = adx(y), x, y ∈ R. (4.62)

Show the second equality (use (4.55) and the expression of the antipode). Let
P(R) = {x ∈ R : ΔR(x) = x ⊗ 1+ 1⊗ x}, the space of primitive elements.
Then

adcx(y) = xy − (x(−1) · y)x(0),x ∈P(R), y ∈ R. (4.63)

Hence P(R) is a Yetter–Drinfeld submodule of R. Using (4.61), show that

adcx(SR(y)) = SR(adc−1x(y)), x ∈P(R), y ∈ R. (4.64)

3. Let X be a Yetter–Drinfeld submodule of R. Then SR(k〈X〉) = k〈SR(X)〉.

4.3.3 Nichols Algebras: Definitions

Weare now ready to address themain objective of this paper. Let H be aHopf algebra
with bijective antipode.

Let V ∈ H
HY D ; for simplicity of the exposition, we assume that dim V <∞,

although this is not needed in most places. Recall that the tensor algebra T (V ) and
the tensor coalgebra T c(V ) are Hopf algebras in H

HY D , see Exercises 4.24 and 4.25.
By the universal property of the tensor algebra, there is a morphism of algebras
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Ω : T (V )→ T c(V ) such that Ω(v) = v, for all v ∈ V . (4.65)

It is not difficult to see that Ω

• is a morphism in H
HY D ,

• it preserves the coalgebra structure,
• it preserves the grading.

Indeed, all properties follow because they hold at the level of V . In short, Ω is a
morphism of graded Hopf algebras in H

HY D . We denote

Ωn = Ω|T n(V ); hence Ω =
∑

n

Ωn.

Definition 4.7 The Nichols algebra B(V ) is the image of the map Ω .

Let J (V ) := kerΩ; then J (V ) = ⊕n≥2J n(V ), where J n(V ) = kerΩn .
Then

B(V ) = ⊕n≥0Bn(V ) � T (V )/J (V ), Bn(V ) � T n(V )/J n(V ).

We give now a first alternative description of J (V ). Recall the representation
ρn : Bn → GL(V⊗n) of the braid group Bn , cf. (4.12). Recall also the Matsumoto
section M : Sn → Bn , cf. (4.5).

Proposition 4.4 If n ≥ 2, then

Ωn =
∑

σ∈Sn

ρn(M(σ )) ∈ End(V⊗n). (4.66)

In particular, the algebra and the coalgebra structures of B(V ) depend on the
braided vector space (V, c) but not on the specific realization in H

HY D .

For instance, write c1 = c ⊗ id, c2 = id ⊗ c. Then

Ω2 = id + c, Ω3 = id + c1 + c2 + c1c2 + c2c1 + c1c2c1.

Here is an abstract characterization of Nichols algebras.

Proposition 4.5 ([19]) The ideal J (V ) is maximal in the set

C := {J = ⊕n≥2 Jn is a graded Hopf ideal and Yetter–Drinfeld submodule of T (V )}.

Let B = ⊕n≥0Bn , E = ⊕n≥0E n be graded Hopf algebras in H
HY D such that

B1 � E 1 � V in H
HY D .
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Assume thatB satisfies dimBn <∞. Then the graded dual ofB, denoted byB	,
is again a graded Hopf algebra in H

HY D , see (4.6).

Definition 4.8 1. If B = k〈V 〉, then we say that B is a pre-Nichols algebra. By
definition, there is a surjectivemap T (V )→ B of gradedHopf algebras in H

HY D ;
but the kernel of this map is contained inJ (V ) by Proposition 4.5, so that there
is also a surjective map B→ B(V ) of graded Hopf algebras in H

HY D .

2. We say E is a post-Nichols algebra if it is coradically graded. Dually, there are
injective maps B(V )→ E → T c(V ) of graded Hopf algebras in H

HY D .

Indeed, B is a pre-Nichols algebra (of V ) if and only if B	 is a post-Nichols
algebra (of V ∗); here we need that dim V <∞. Thus, forB a pre-Nichols, and E a
post-Nichols, algebra, the situation can be summarized by the following commutative
diagram:

T (V )

Ω

B(V ) T c(V )

B

π

E

The next characterization is a natural consequence of this discussion, see [19].

Proposition 4.6 The graded Hopf algebra B is isomorphic toB(V ) if and only if

1. it is generated as an algebra by V ,B = k〈V 〉,
2. it is coradically graded.

We summarize the characterizations, or alternative definitions of the Nichols alge-
braB(V ), or equivalently the defining idealJ (V ) = ⊕n≥2J n(V ):

• B(V ) = image of Ω : T (V )→ T c(V ). Thus, J (V ) = kerΩ .

• Ω =∑
n≥2Ωn , Ωn =∑

σ∈Sn
ρn(M(σ )). Thus J n(V ) = ker

∑
σ∈Sn

ρn(M(σ )).

• J (V ) is maximal in the class C of graded Hopf ideals as in Proposition 4.5.

• B(V ) is the only graded Hopf algebra both coradically graded and generated in
degree 1 (by V ). That is the only pre- and simultaneously post-Nichols algebra of
V (up to isomorphisms).

There is a useful criterion with skew derivations to find relations of B(V ), V ∈
H
HY D ; see, e.g., [16] for details. Let f ∈ V ∗. Let ∂ f ∈ EndT (V ) be given by

∂ f (1) = 0, ∂ f (v) = f (v), v ∈ V, (4.67)

∂ f (xy) = x∂ f (y)+
∑

j

∂ f j (x)y j , where c−1(y ⊗ f ) =
∑

j

f j ⊗ y j . (4.68)
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Here is the criterion:

• Let x ∈ T n(V ), n ≥ 2. If ∂ f (x) = 0 for all f ∈ V ∗, then x ∈J n(V ).

Suppose that there are a basis (xi )i∈I of V , with dual basis ( fi )i∈I, and a family
(gi )i∈I in G(H) such that δ(xi ) = gi ⊗ xi , for i ∈ I. Set ∂i = ∂ fi , i ∈ I. Then (4.68)
for all f is equivalent to

∂i (xy) = x∂i (y)+ ∂i (x) gi · y, x, y ∈ T (V ), i ∈ I. (4.69)

The preceding arguments are the gate to the applications of Nichols algebras to
the classification of pointed Hopf algebras [4, 19, 20], see also [10]. Indeed, let A
be a pointed Hopf algebra and let gr A be the graded coalgebra associated with the
coradical filtration. Then

gr A � R#kG(A), where R = ⊕n≥0Rn is a graded Hopf algebra in H
HY D .

Set V = R1. NowR is coradically graded, as it arises from the coradical filtration,
in short it is a post-Nichols algebra of V ; while its subalgebra generated by V is
isomorphic to B(V ). This leads to following problems:

• When is dimB(V ) <∞? For such V , classify its finite-dimensional post-Nichols
algebras.

• When is the Gelfand–Kirillov dimension ofB(V ) finite? For such V , classify its
post-Nichols algebras with finite Gelfand–Kirillov dimension.

We do not need only the list of all V positively answering these questions, but
also we need to compute the Nichols algebras explicitly. By this we mean:

• Find a basis of B(V ), hence the dimension or the Gelfand–Kirillov dimension,
and

• describe the defining relations, i.e., a minimal set of generators of the idealJ (V ).

Analogously for the mentioned post-Nichols algebras.
Needless to say, there is no hope presently to solve in full generality these prob-

lems. Toward the first question above, it was proposed in [18]:

Conjecture 4.1 Assume that char k = 0 and that H is semisimple. Let V ∈ H
HY D

such that dimB(V ) <∞. Then there is no finite-dimensional post-Nichols algebra
except B(V ) itself.

The conjecture contains the following particular case:

Conjecture 4.2 Assume that char k = 0. Then every finite-dimensional pointed
Hopf algebra is generated by group-like and skew-primitive elements.

The last conjecture is definitely false if either char k > 0 or else the finite-
dimensional requirement is dropped.
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Theorem 4.3 ([22]) Assume that char k = 0. Then every finite-dimensional pointed
Hopf algebrawith abelian group of group-likes is generated by group-like and skew-
primitive elements.

4.3.4 Nichols Algebras: Techniques

Here we discuss approaches to compute Nichols algebras.

4.3.4.1 Direct Computation

First, let m ∈ N≥2. The m-th approximation ofB(V ) is

B̂m(V ) = T (V )/〈⊕2≤n≤mJ n(V )〉 = T (V )/
〈
⊕2≤n≤m ker

( ∑

σ∈Sn

ρn(M(σ ))
)〉
,

cf. (4.66). By definition, there is an epimorphism of graded Hopf algebras

πm : B̂m(V )→ B(V ).

Abrutal approach would be to compute B̂m(V ) form = 2, 3, . . . and at each step try
to figure out whether πm is an isomorphism, using some of the characterizations of
B(V ). In principle,J 2(V ) = ker(id + c) is effectively computable, but the difficul-
ties mount withm, asΩn is the sum of n! terms acting on a vector space of dimension
(dim V )n . Other drawbacks are that the ideal J (V ) need not be finitely generated,
nor have quadratic relations at all; even to predict the lowest degree relations is not
within reach. A variation of this approach would be:

• Find a set R1 of relations inJ (V ); i.e.,J 2(V ) or some relations of small order.
• Compute the pre-Nichols algebra B1 = T (V )/〈R1〉, i.e., find a basis B1 of B1.
• Decide whether the image of B1 inB(V ) is linearly independent (here derivations
are the best option). If yes, then B(V ) � B1.

• If no, then we would have found a new set of relations R2; setB2 = B1/〈R1〉 and
start again.

Of course the success of this approach depends on great doses of intuition and luck.

Exercise 4.27 Let q ∈ k× and let A = Z[q] be the polynomial algebra.

1. Let (n)q = 1+ q+ · · · + qn−1 and (n)!q = (n)q . . . (2)q(1)q ∈ A . The q-bino-
mial numbers are

(
n

i

)

q
:= (n)!q

(n − i)!q(i)!q , n ∈ N, i ∈ I0,n .
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Prove that

qk

(
n

k

)

q
+

(
n

k − 1

)

q
=

(
n + 1

k

)

q
, k ∈ In. (4.70)

Conclude that
(n
i

)
q ∈ A . Let

(n
i

)
q
∈ k be the specialization of

(n
i

)
q at q.

2. Let A be an associative algebra; let u, v ∈ A be q-commuting elements, i.e.,
uv = qvu. Then the quantum binomial formula holds:

(u + v)n =
n∑

i=0

(
n

i

)

q

viun−i , for every n ∈ N. (4.71)

3. Let V be a braided vector space of dimension 1 with braiding c(x ⊗ x) = qx ⊗ x
for all x ∈ V . Fix x ∈ V − 0. Let

N :=
{
ord q, if q ∈ G

′∞,
1, otherwise.

Prove that xN ∈P(T (V )). Conclude that

B(V ) �
{
T (V )/〈xN 〉, if q ∈ G

′∞,
T (V ), otherwise.

Example 4.27 ([17]) Let q = (qi j ) ∈ (k×)I×I. Let V be a braided vector space with
basis (xi )i∈I and braiding (4.15); (4.16) is not assumed. Let

Nk :=
{
ord qkk, if qkk ∈ G

′∞,
1, otherwise,

for k ∈ I.

Suppose that

qi jq ji = 1, for all i �= j ∈ I.

It is easy to check that

xi x j − qi j x j xi ∈J 2(V ), for all i �= j ∈ I. (4.72)

Then

B = T (V )/〈xi x j − qi j x j xi , i �= j ∈ I; xNk
k , qkk ∈ G

′
∞〉 (4.73)
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is a pre-Nichols algebra of V . Using linear algebra arguments, one may check that
B � B(V ) and that

{xa11 xa22 . . . xaθθ : 0 ≤ ak ≤ Nk , if qkk ∈ G
′∞; 0 ≤ ak otherwise } is a basis of B(V ).

Definition 4.9 The algebra presented by generators and relations as in the right-hand
side of (4.73) is called a quantum linear space.

Notice that there are examples of quantum planes (quantum linear spaces with
θ = 2) that are braided Hopf algebras with respect to braidings not of diagonal type;
this was first noticed in [38].

Example 4.28 ([14]) Let (V, c) be a braided vector space. Assume that

• dim V = 2,
• J 2(V ) �= 0,
• c is not of diagonal type.

ThenB(V ) is known. The starting point is the classification of braided vector spaces
of dimension 2 [55]. The outcome is that, as algebras, the examples arising are
variations of quantum planes, variations of the Jordan and super Jordan algebras (see
Sect. 4.4.3) and some strange examples.

4.3.4.2 Dual

Let V ∈ H
HY D finite-dimensional. As we observed after Definition 4.8, the graded

dual of a pre-Nichols of V is a post-Nichols algebra of V ∗ and vice versa, thus
we have:

Remark 4.5 The graded dual of B(V ) is isomorphic toB(V ∗).

This gives some new information without extra effort, as V ∗ need not be isomor-
phic to V as braided vector space. For instance, let X = (X, �) be a rack and q a
2-cocycle as in (4.27). Let X−1 = (X, �−1), where x �−1 y = φ−1x (y), cf. Exercise
4.8. Let also q∗ : X−1 × X−1 → k× given by

q∗xy = qx,x�−1 y, x, y ∈ X.

Then the braided vector space dual to (kX, cq), is (kX−1, cq∗). See [39] for details.

4.3.4.3 Twisting

V.G. Drinfeld introduced in [29] the twisting of quasi-Hopf algebras, meaning conju-
gation of the comultiplication by a suitable element, to keep account of equivalences
of tensor categories. This was specialized to Hopf algebras in [76], with the definition
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of multiparametric quantum groups as application. The dual version, called twisting
of the multiplication, appeared in [27]. We recall this last one. Let H be a Hopf
algebra.

Definition 4.10 A linear map φ : H ⊗ H → k is a unitary 2-cocycle if

φ is invertible with respect to the convolution product ∗, see Exercise 4.23;
(4.74)

φ(x(1) ⊗ y(1)) φ(x(2)y(2) ⊗ z) = φ(y(1) ⊗ z(1)) φ(x ⊗ y(2)z(2)), (4.75)

φ(x ⊗ 1) = φ(1⊗ x) = ε(x), (4.76)

for all x, y, z ∈ H . Let φ be a unitary 2-cocycle and define a new multiplication ·φ
in the vector space H by

x ·φ y = φ(x(1), y(1))x(2)y(2)φ
−1(x(3), y(3)), x, y ∈ H.

Then Hφ = (H, ·φ,Δ) is a Hopf algebra.
Exercise 4.28 Let G be a group. A unitary 2-cocycle on kG is equivalent to a
2-cocycle φ ∈ Z2(G,k×), i.e., a map φ : G × G → k× such that

φ(g, h)φ(gh, t) = φ(h, t)φ(g, ht), φ(g, e) = φ(e, g) = 1, g, h, t ∈ G.
(4.77)

The relation with bosonization was established in [68].

Theorem 4.4 ([68, Theorem 2.7, Corollary 3.4]) Let φ : H ⊗ H → k be an invert-
ible unitary 2-cocycle.

(a) There exists an equivalence of braided categoriesTφ : HHY D → Hφ
Hφ
Y D , V �→

Vφ , which is the identity on the underlying vector spaces, morphisms and coac-
tions, and transforms the action of H on V to ·φ : Hφ ⊗ Vφ → Vφ ,

h ·φ v = φ(h(1), v(−1))(h(2) · v(0))_0φ−1((h(2) · v(0))_−1, h(3)),

h ∈ Hφ , v ∈ Vφ . The monoidal structure on Tφ is given by the natural transfor-
mation bV,W : (V ⊗W )φ → Vφ ⊗Wφ

bV,W (v⊗ w) = φ(v(−1),w(−1))v_0⊗ w_0, v ∈ V,w ∈ W.

(b) Tφ preserves Nichols algebras: B(V )φ � B(Vφ) as objects in
Hφ
Hφ
Y D . In par-

ticular, the Hilbert–Poincaré series of B(V ) and B(Vφ) are the same.

Example 4.29 Let q = (qi j ), q′ = (q ′i j ) ∈ (k×)I×I satisfying (4.16). We say that q
and q′ are twist-equivalent if
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qii = q ′i i , i ∈ I and qi jq ji = q ′i j q
′
j i , i �= j ∈ I.

In other words, twist-equivalent means that the matrices q and q′ have the same
Dynkin diagram, cf. Sect. 4.2.1.3. Let V and V ′ be the braided vector spaces of
diagonal type associated with q and q′, respectively. If q and q′ are twist-equivalent,
then the Hilbert–Poincaré series ofB(V ) andB(V ′) coincide; this consequence of
Theorem 4.4 was observed in [19, Proposition 3.9].

Example 4.30 Let X be a rack (isomorphic to a conjugacy class in a finite group)
and let q and q′ be 2-cocycles on X . We say that q and q′ are twist-equivalent if there
exists φ : X × X → k× such that q′ = qφ , which is

qφxy = φ(x, y)φ−1(x � y, x) qxy, x, y ∈ X. (4.78)

If q and q′ are twist-equivalent, then the Hilbert–Poincaré series of B(X, q) and
B(X, q′) coincide [13, Sect. 3.4].

Exercise 4.29 Let X be a rack, q a 2-cocycle on X and φ : X × X → k×. Show
that qφ defined by (4.78) is a 2-cocycle iff for any x, y, z ∈ X , we have

φ(x, z)φ(x � y, x � z)φ(x � (y � z), x)φ(y � z, y)
= φ(y, z)φ(x, y � z)φ(x � (y � z), x � y)φ(x � z, x)

(4.79)

Hence, if X is a subrack of a groupG andφ ∈ Z2(G,k×), thenφ|X×X satisfies (4.79).

4.3.4.4 Discard

There are techniques to prove that a Nichols algebra has infinite dimension, or GK-
dimension. Various of them are related to decompositions, as explained below. Let
(V, c) be a braided vector space. We mention in this line of thought:

• IfW ↪→ V is a braided subspace, respectively V � W is a quotient braided space,
then B(W ) ↪→ B(V ), respectively B(V ) � B(W ). Thus, if V has a braided
subspace or a braided quotient whose Nichols algebra has infinite dimension (or
GK-dimension), then so has B(V ). There are elaborations of these arguments
specific to rack type that are evoked below.

• Assume that V has a filtration of braided subspaces: 0 = V0 � V1 · · · � Vd = V .
Then this filtration propagates to B(V ) and the associated gr B(V ) turns out to
be a pre-Nichols algebra of gr V . Thus, if B(gr V ) has infinite dimension, (or
GK-dimension), then so hasB(V ).
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4.3.4.5 Decomposition

Let θ ≥ 2. Assume that (V, c) satisfies

V = V1 ⊕ · · · ⊕ Vθ , c(Vi ⊗ Vj ) = Vj ⊗ Vi , i, j ∈ Iθ . (4.80)

Here we suppose that the B(Vi )’s are known and seek to infer B(V ). This idea,
mentioned in passing in [1, p. 41], is a roundabout approach, where instead of com-
puting the relations or the basis, one looks for combinatorial invariants reminiscent
of the Weyl group. The principal actors are the maps

ci j := c|Vi⊗Vj : Vi ⊗ Vj → Vj ⊗ Vi , , i, j ∈ Iθ .

Exercise 4.30 ([41]) If θ = 2 and c21c12 = idV1⊗V2 , thenB(V ) � B(V1)⊗B(V2).

Here are some particular instances of this situation:

• Assume that dim Vi = 1 for all i . Then V is of diagonal type, up to (4.16); cf.
Sect. 4.4.2.

• Assume that there exists a Hopf algebra H such that Vi ∈ H
HY D and is irreducible

in this category. This setting was considered in [16, 50].

• See Sect. 4.4.5 for the case H = kG, G a finite group.

• Assume that either dim Vi = 1 or Vi is a block. Then the classification of all V
such that GK-dimB(V ) <∞was obtained in [4], see Sect. 4.4.4. Here is a crucial
remark that should be useful in other settings:

Assume that θ = 2 but that either V1 or V2 is not irreducible, or both. The com-
binatorial invariants from [16, 49] are not available but we may proceed as follows.
There are natural morphisms of braided Hopf algebras

π : B(V )→ B(V1), ι : B(V1)→ B(V ), such that πι = idB(V1).

As in Sect. 4.3.2, we consider K = B(V )coB(V1), but now in H
HY D . Remarkably,

B(V ) � K#B(V1) and K � B (adcB(V1)(V2)) ,

[50, Proposition 8.6], cf. also [16, Lemma 3.2]. Ingenuously, one may try to compute
theNichols algebra of adcB(V1)(V2); at a first glance, this appearsmore complicated,
but sometimes this works.
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4.4 Classes of Nichols Algebras

We discuss in the last section of this paper several classes of Nichols algebras. From
now on, k is algebraically closed and char k = 0.

4.4.1 Symmetries and Hecke Type

Here the situation is quite simple:

Proposition 4.7 Let (V, c) be a braided vector space such that c is either a symmetry
or of Hecke type with label q /∈ G∞. Then B(V ) � T (V )/〈ker(c + id)〉.

See [19, Proposition 3.4]; the argument is taken from a paper by Andrés Abella
and the author. By [42], it follows that B(V ) is a Koszul algebra, see loc. cit.

4.4.2 Diagonal Type

Nichols algebras of diagonal type were studied in depth. In the finite-dimensional
setting, there are two main results:

• The classification of all finite-dimensional Nichols algebras of diagonal type
appears in [45], using the Weyl groupoid introduced in [44].

• The defining relations of the finite-dimensional Nichols algebras of diagonal type
appear in [21, 22].

We refer to the survey [3] for details, since both answers are very long and require
a careful preparation. One of the outcomes is that the theory of Nichols algebras of
diagonal type embeds into Lie theory. Here is a remarkable instance of this affirma-
tion:

Theorem 4.5 ([18, 44]) Let V be a braided vector space of Cartan type with Cartan
matrix A, see Sect.4.2.1.3. Then dimB(V ) <∞ if and only if A is a finite Cartan
matrix (i.e., corresponds to a finite-dimensional simple Lie algebra).

This result was proved in [18] under some restrictions on the matrix q of the braid-
ing, by reduction to the theory of quantum groups. A proof valid without restrictions
appears in [44] based on the beautiful theory of the Weyl groupoid.

As for finite Gelfand–Kirillov dimension, the validity of the following conjecture
would say that the classification follows from [45]. Let (V, c) be a braided vector
space of diagonal type.
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Conjecture 4.3 ([4]) If GK-dim B(V ) <∞, then its Weyl groupoid is finite.

The following partial results support the conjecture.

Theorem 4.6 ([5]) If either its Weyl groupoid is infinite and dim V = 2, or else V
is of affine Cartan type, then GK-dim B(V ) = ∞.

Let us finally discuss an example with many applications.

Example 4.31 Let V be a braided vector space of dimension 2, of diagonal type with

braiding matrix q =
(
q q
q q

)

.

• The caseq = 1 is not of diagonal type, strictly speaking, by our requirement (4.16).
Nevertheless, B(V ) � S(V ).

• If q = −1, then B(V ) � Λ(V ).

• If q ∈ G
′
N , then V is of Cartan type

(
2 2− N

2− N 2

)

. Thus, if N = 3, then is of

Cartan type A2 and dimB(V ) = 27.
• If N > 3, then GK-dimB(V ) = ∞ = dimB(V ) by Theorems 4.6, respectively
Theorem4.5.

4.4.3 Triangular Type

Here we give a glimpse to the main results in [4] on Nichols algebras with finite
GK-dimension over an abelian group. Succinctly, these results consist of

• The classification of braided vector spaces whose Nichols algebras have finite
GK-dim, that admit a decomposition (4.80) whose components are ±1-blocks or
points, i.e., V = V1 ⊕ · · · ⊕ Vt ⊕ Vt+1 ⊕ · · · ⊕ Vθ where

Vh εh-block, ε2h = 1, h ∈ It ; Vi qii -point, qii ∈ k×, i ∈ It+1,θ ,

with c(Vi ⊗ Vj ) = Vj ⊗ Vi , i, j ∈ Iθ . Set as usual ci j = c|Vi⊗Vj . We assume that

– V is not of diagonal type, i.e., t > 0;
– the braiding ci j between a block i ∈ It and a point j ∈ It+1,θ has the form (4.83).

• The classification of Yetter–Drinfeld modules over abelian groups whose Nichols
algebras have finite GK-dim, that admit a decomposition V = V1 ⊕ V2 like (4.80)
where V1 is a ±1-block and V2 is a point, but c12 does not have the form (4.83).

We point out that the first classification mentioned assumes the validity of Con-
jecture 4.3. The explicit formulation requires some preparation, so we refer to [5]
for full details. Instead, we discuss here two relevant steps of the proof–steps that do
not require Conjecture 4.3.
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To start with, recall the block V (ε, �), ε ∈ k× and � ∈ N≥2, cf. Example 4.6.

Theorem 4.7 ([4, Theorem1.2, Propositions 3.4, 3.5])TheGelfand–Kirillov dimen-
sion of the Nichols algebra B(V (ε, �)) is finite if and only if � = 2 and ε2 = 1.

The algebrasB(V (ε, 2)) have GK-dim 2 and are presented by generators x1 and
x2 with defining relations

x2x1 − x1x2 + 1

2
x21 , if ε = 1; (4.81)

x2x21 − x21x2 − x1x21, x21 , if ε = −1, (4.82)

where x21 = x2x1 + x1x2.

This result explains why we restrict to ±1-blocks (recall that these means also
dimension 2).

Next we turn our attention to the setting one block plus one point, i.e., braided
vector spaces V = V1 ⊕ V2, where V1 has a basis (xi )i∈I2 , V2 has a basis (x3). Our
key hypothesis is that the braiding has the shape

(c(xi ⊗ x j ))i, j∈I3 =
⎛

⎝
εx1 ⊗ x1 (εx2 + x1)⊗ x1 q12x3 ⊗ x1
εx1 ⊗ x2 (εx2 + x1)⊗ x2 q12x3 ⊗ x2
q21x1 ⊗ x3 q21(x2 + ax1)⊗ x3 q22x3 ⊗ x3

⎞

⎠ , (4.83)

with ε2 = 1 and qi j ∈ k×, i, j ∈ I2. We do not want to have c2|V1⊗V2

	= id because we
know the answer, see Exercise 4.30; here 	 is equivalent to

q12q21 = 1 and a = 0.

So c2|V1⊗V2
is determined by q12q21, that we call the interaction, and a, of which we

consider a normalized version, that we call the ghost: G =
{
−2a, ε = 1,

a, ε = −1.
If G ∈ N, then we say that the ghost is discrete.

Theorem 4.8 ([4]) Let V be a braided vector space with braiding (4.83). Then
GK-dimB(V ) <∞, if and only if the ghost is discrete and V is as in Table4.1.

The meanings of the diagrams are as follows:

• �, respectively �, says that V1 is a 1-block, respectively a −1-block.
• The label over the point is q22.

• The edge G says that q12q21 = 1;G is discrete but arbitrary unless explicitly
given.

• The edge
(−1,1)

says that q12q21 = −1 and G = 1.
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Table 4.1 Nichols algebras of a block and a point with finite GK-dim

V Diagram GK-dim Generators and relations

L(1,G ) � G 1• G + 3
�〈x1, x2, x3|x2x1 − x1x2 + 1

2 x
2
1 , x1x3 − q12 x3x1,

z1+G , zt zt+1 − q21q22 zt+1zt , 0 ≤ t < G 〉
L(−1,G ) � G −1• 2

�〈x1, x2, x3|x2x1 − x1x2 + 1
2 x

2
1 ,

x1x3 − q12 x3x1, z1+G , z2t , 0 ≤ t ≤ G 〉

L−(1,G ) � G 1• G + 3

�〈x1, x2, x3|x21 , x2x21 − x21x2 − x1x21,

x1x3 − q12 x3x1, x21x3 − q212x3x21, z1+2G ,
z22k+1, z2k z2k+1 − q21q22 z2k+1z2k , 0 ≤ k < G 〉

L−(−1,G ) � G −1• G + 2

�〈x1, x2, x3|x21 , x2x21 − x21x2 − x1x21, x23 ,

x1x3 − q12 x3x1, x21x3 − q212x3x21, z1+2G ,
z22k , z2k−1z2k − q21q22 z2k z2k−1, 0 < k ≤ G 〉

L(ω, 1) � 1 ω• 2
�〈x1, x2, x3|x2x1 − x1x2 + 1

2 x
2
1 ,

x1x3 − q12 x3x1, z2, x33 , z
3
1, z

3
1,0〉

C1 �
(−1,1) −1• 2

�〈x1, x2, x3|x21 , x2x21 − x21x2 − x1x21,

x23 , f
2
0 , f 21 , z

2
1, x21x3 − q212x3x21,

x2z1 + q12z1x2 − q12 f0x2 − 1
2 f1〉

We next deal with the following situation: V = V1 ⊕ V2, where V1 has dimension
2 and is of diagonal type, V2 has dimension 1 but the braiding between them is not
diagonal. Concretely, V is a braided vector space of dimension 3 with braiding given
in the basis (xi )i∈I3 , for some ε, qi j ∈ k×, i, j ∈ I2, by

(c(xi ⊗ x j ))i, j∈I3 =
⎛

⎝
εx1 ⊗ x1 εx2 ⊗ x1 q12x3 ⊗ x1
εx1 ⊗ x2 εx2 ⊗ x2 q12x3 ⊗ x2
q21x1 ⊗ x3 q21(x2 + x1)⊗ x3 q22x3 ⊗ x3

⎞

⎠ . (4.84)

Theorem 4.9 ([4]) Let V be as above. Then GK-dim B(V ) = ∞ if and only if
ε = −1 and either of the following holds:

1. q12q21 = 1 and q22 = ±1; in this case GK-dim B(V ) = 1.
2. q22 = −1 = q12q21; in this case GK-dim B(V ) = 2.

In conclusion, let G be an abelian group and V ∈ kG
kGY D of dimension 3 but not

of diagonal type. Then GK-dimB(V ) <∞ if and only if as a braided vector space,
it has the shape (4.83) or (4.84), and is determined by Theorems 4.8 and 4.9.

4.4.4 Rack Type, Infinite Dimension

From now on, any rack is assumed to be isomorphic to a conjugacy class of a finite
group. The problem we deal with is:
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For every finite rack X , every finite-dimensional vector space W and a every
2-cocycle q : X × X → GL(W ), see (4.27), compute the Nichols algebra
B(X, q) := B(V ), where V = kX ⊗W and the braiding is given by (4.28).

Specifically, decide when dimB(X, q) <∞ or GK-dim B(X, q) <∞.

This is an enormous task and we are far away from a complete answer.2 Fortu-
nately, there are methods to reduce the problem. Before stating them, we make some
comments.

Remark 4.6 Let X , W , and q as above. Suppose that Y is an abelian subrack. Then
U = kY ⊗W is a braided vector subspace of diagonal type of (V, cq). Thus, if
dimB(Y, q|Y×Y ) = ∞, what can be verified from [45], then dimB(X, q) = ∞.

Remark 4.7 For every finite rack X and every finite-dimensional vector spaceW , we
would need first to compute all 2-cocycles q : X × X → GL(W ), up to some natural
equivalence. When dimW = 1 and X is indecomposable, an explicit description of
these 2-cocycles was given in [40].

4.4.4.1 Criteria of Types C, D, F

The optimist sees the opportunity in every difficulty, and we proposed:

Definition 4.11 ([11, 2.2]) A finite rack X collapses if dimB(X, q) = ∞ for any q.

Actually, this definition accompanied the discovery of the criterion of type D [11,
3.5]; later we found the criteria of type F [6, 2.4] and C [8, 2.3]. Let us first state
concretely these criteria and then discuss their implications

Definition 4.12 We say that a rack X is of type

• C when there are a decomposable subrack such that Y = R
∐

S, with

R = O Inn Y
r , S = O Inn Y

s , min{|R|, |S|} > 2 or max{|R|, |S|} > 4;

(see Exercise 4.8 for Inn Y ); and elements r ∈ R, s ∈ S satisfying

r � s �= s; (4.85)

• D if there are a decomposable subrack Y = R
∐

S, r ∈ R, s ∈ S such that

r � (s � (r � s)) �= s; (4.86)

2Technically, it is enough to assume that q is faithful, what means that the map X → GL(V ),
x �→ (eyw �→ ex�yqxy(w)) is injective, but we omit this requirement for an easier exposition. As
well, for the classification of finite-dimensional pointed Hopf algebras, it is enough to assume that
q is finite, i.e., that its image is contained in a finite subgroup of GL(W ).
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• F if there are subracks (Ra)a∈I4 and elements ra ∈ Ra , a ∈ I4, such that

– Ra � Rb = Rb, a, b ∈ I4;
– Ra ∩ Rb = ∅, a �= b ∈ I4;
– ra � rb �= rb for a �= b ∈ I4.

First of all, these definitions are well adapted to our goal.

Theorem 4.10 ([6, 8, 11]). A rack X of type D, F or C collapses.

The proof of this theorem follows is based on results from [26, 48, 53].
Second, these criteria can be phrased in group terms; that is, if we realize X as a

conjugacy class in a finite group G, then

• Equation (4.85) means that rs �= sr ;
• Equation (4.86) means that (rs)2 �= (sr)2;
• the other requirements can be stated in terms of suitable subgroups of G.

In other words, the criteria are really problems in finite group theory. Third, there
is another advantage, but to state it succinctly, we introduce more terminology.

Definition 4.13 A rack is austere if every subrack generated by two elements is
either abelian or indecomposable; sober if every subrack is either abelian or inde-
composable; kthulhu if it is neither of type C, D nor F.

It is easy to see that sober =⇒ austere =⇒ kthulhu. Although the proof of the
following result is straightforward, it shows that the criteria are meaningful.

Proposition 4.8 ([6, 8, 11]) Let X → Y be a surjective morphism of racks. If Y is
not kthulhu, then X is not kthulhu.

In fact, every finite rack projects onto a simple rack, by an evident recursive
argument.

Corollary 4.1 Let X be a rack that admits a surjective morphism of racks X → Y
with Y simple and not kthulhu. Then X collapses.

In otherwords,wedonot need to compute cocycles, even lessNichols algebras, for
racks as in the Corollary (if we are interested in finite-dimensional Nichols algebras).

Question 4.1 Are the criteria of types C, D, F valid, or adjustable, to finite Gelfand–
Kirillov dimension?

In conclusion, we arrive at the next problem.

Determine all simple racks that are not kthulhu.
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Remembering now Theorem 4.2, we overview the present status of this problem.
The most substantial results are on simple racks associated with triples (L , t, θ). We
consider only the case t = 1, so that the racks in question are either conjugacy classes
in the non-abelian simple group L or in the semidirect product L � 〈θ〉. Indeed, the
racks associated with triples (L , t, θ) with t > 1 represent an even more serious
challenge. Some partial results appear in [24].

Finally, the affine simple racks seem to be insensible to these arguments. For
instance, the dihedral rack Dn , see Example 4.12, where n ≥ 3 is odd, is sober.

4.4.4.2 Alternating and Symmetric Groups

We start by the alternating groupsAm ,m ∈ N≥5. Recall that AutAm = Sm , except for
m = 6. Thus we need to deal with conjugacy classes in Am and Sm . The conjugacy
class OSm

σ of σ in Sm is determined by its type (1n1 , 2n2 , . . . ,mnm ), saying that the
action of σ on Im has n1 fixed points, n2 orbits of 2 elements, etc. If σ ∈ Am , then
OSm
σ ∩ Am is either the conjugacy classOAm

σ inAm , or else the union of two conjugacy
classes that are isomorphic as racks. Thus, the type is also an appropriate label for
them. We need a name for the set

F =
{

p ∈ N : p prime, p = rk − 1

r − 1
, where r is a prime power and k ∈ N

}

.

Theorem 4.11 ([11, 34]) Let O be either OSm
σ , if σ /∈ Am, or else OAm

σ if σ ∈ Am.
If O is not listed in Table4.2, then it collapses.

Table 4.2 Kthulhu classes in a symmetric or alternating group

G Type Reference

Sm (1m−2, 2) Kthulhu, [11, Remark 4.2]

Am (1m−3, 3) Austere, idem

Ap , p = 5, 7 or /∈ F (p) Sober, [34, Remark 3.2 (b)]

Ap+1, p = 5 or /∈ F (1, p) Sober, [34, Remark 3.2 (c)]

A8 (24) Austere, [11, Remark 4.2]

A7 (22, 3) Austere, idem

S6 23 Kthulhu, isomorphic to the
class of type (14, 2)

A6 (32), (12, 22) Austere, [11, Remark 4.2]

S5 (2, 3) Sober, idem

A5 (1, 22) Idem
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4.4.4.3 Finite Simple Groups of Lie Type

The first examples of these appeared in the seminal paper of Evariste Galois! We
start by observing:

• The finite simple groups of Lie type are (related to) the kernels of the so-called
Steinberg endomorphisms of simple algebraic groups in positive characteristic.
An exposition of their construction and description, even assuming the classifica-
tion of the simple algebraic groups, is beyond the limits of this monograph. The
interested reader may consult the beautiful account [84] of the classification of the
finite simple groups, or the book [69] for a detailed presentation. Steinberg endo-
morphisms of simple algebraic groups fall into three possible classes [69, 21 &
22.5]; hence, there are three families of finite simple groups of Lie type: Chevalley,
Steinberg, and Suzuki-Ree groups. The complete list of the simple groups in each
family also appears in [6, p. 38].

• For each finite simple group of Lie type, the classification of the conjugacy classes
is a classical problemwhose answer, again, is long and difficult. However, there are
two special classes, namely unipotent and semisimple, a terminology that correctly
suggests a relation with the theory of the Jordan form of a linear transformation.

Here is the main result on these conjugacy classes, summarizing [6–9].

Theorem 4.12 Let G be a Chevalley or Steinberg group and let O be a non-trivial
unipotent conjugacy class in G. If O is not listed in Table4.3, then it collapses.

Remark 4.8 Let O be a non-semisimple class in a finite simple group of Lie type G.
Then O has a subrack that is a unipotent conjugacy class in a smaller group and we
may argue inductively, as was effectively performed for PSLn(q) in [6]. Semisimple
classes appear to be more difficult to tackle, see partial results in [8].

Remark 4.9 Since PSL3(2) � PSL2(7), the unipotent class of type (3) is really a
semisimple class in the former group.

Also, PSL2(q) � PSp2(q), so we really have two families of kthulhu unipotent
classes in Table4.3:

Table 4.3 Kthulhu unipotent classes in a finite simple Chevalley or Steinberg group

G q Type Reference

PSL2(q) Even or not a square (2) Sober, [6, Lemma 3.5]

PSL3(2) (3) Sober, [6, Lemma 3.7 (b)]

PSp2n(q), n ≥ 2 Even W (1)a ⊕ V (2) Austere, [8, Lemma 2.14]

Odd, 9 or not a square (1r1 , 2) Idem

PSp4(q) Even W (2) Idem

PSUn(q) Even (2, 1, . . . , 1) Austere, [9, Lemma 5.16]
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• the class Sp2n,q inside PSp2n(q), n ≥ 1, and
• the class SUm,q inside PSUm(q).

They both correspond to the partition (2, 1, ...., 1) and, up to rack isomorphism,
are represented by xβ(1), where β is the highest root, see [7].

Indeed, the class W (2) in PSp4(q) for q even is due to the existence of a non-
standard graph automorphism in C2, in even characteristic, that interchanges short
with long roots. Hence, this class is isomorphic, as a rack, to Sp4,q .

These families are related: first, if q|q ′, then

Sp2n,q ≤ Sp2n,q ′ , SU2n,q ≤ SU2n,q ′ .

Next the morphism of groups Sp2n(q) ↪→ Sp2n+2(q) implies that

Sp2n,q ≤ Sp2n+2,q .

When q = 2t and m = 2n are even, Sp2n(q) ≤ SU2n(q), hence

Sp2n,2t ≤ SU2n,2t .

Finally, there are inclusions between the unitary groups that induce

SUn,q ≤ SUn+2,q , SU2n,q ≤ SU2n+1,q .

Naturally, we are eager to know:

Are there cocycles for Sp2n,q or SUm,q such that the corresponding Nichols
algebras are finite-dimensional?

4.4.4.4 Sporadic Groups

The classification of the finite simple groups contains, besides the alternating groups
and those of Lie type, 26 more examples that are called the sporadic groups; here we
discuss also the so-called Tits group. We refer to [84, Chap. 5] for an introduction to
these groups.

Theorem 4.13 ([12, 35])LetG be a sporadic simple group different from theMoster
M and let O be a non-trivial conjugacy class in G or AutG. If O is not listed in
Table4.4, then it collapses.

The proof of this last result was done using the information in the online version
of the Atlas, with the computer program GAP.
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Table 4.4 Classes in sporadic, or automorphism of sporadic, groups not of type D

Group Classes Group Classes Group Classes

T 2A M11 8A, 8B, 11A, 11B Aut(M22) 2B

M12 11A, 11B M22 11A, 11B Aut(HS) 2C

M23 23A, 23B M24 23A, 23B Aut(Fi22) 2D

Ru 29A, 29B Suz 3A Aut(J3) 34A, 34B

HS 11A, 11B McL 11A, 11B Aut(ON ) 38A, 38B, 38C

Co1 3A Co2 2A, 23A, 23B Aut(McL) 22A, 22B

Co3 23A, 23B J1 15A, 15B, 19A,
19B, 19C

Aut(Fi ′24) 2C

J2 2A, 3A J3 5A, 5B, 19A, 19B J4 29A, 43A, 43B,
43C

Ly 37A, 37B,
67A, 67B,
67C

O ′N 31A, 31B Fi23 2A

Fi22 2A, 22A, 22B Fi ′24 29A, 29B B 2A, 46A, 46B,
47A, 47B

Remark 4.10 As for the Monster group M , these conjugacy classes are not known
to be of type D: 32A, 32B, 41A, 46A, 46B, 47A, 47B, 59A, 59B, 69A, 69B, 71A,
71B, 87A, 87B, 92A, 92B, 94A, 94B. All the rest are of type D.

The criteria of type C and F were not applied neither to these classes nor to those
in Table4.4.

4.4.5 Rack Type, Finite Dimension

Here we discuss finite-dimensional Nichols algebras of rack type. We first present
some examples that were computed by ad hoc techniques. Then we summarize the
main results on Nichols algebras of decomposable Yetter–Drinfeld modules from
[53, 54].

The quadratic approximations ofNichols algebras associatedwith racks an abelian
cocycles are not difficult to describe explicitly by generators and relations, see [37]
for a general formulation. Thus the problem is either to see whether the Nichols
algebra is quadratic or else to find higher degree relations.

If B(V ) is finite-dimensional, then there exists N ∈ N such that BN (V ) �= 0,
BN+1(V ) = 0; we call N the top degree of B(V ). Notice that BN (V ) is the space
of integral of B(V ), hence dimBN (V ) = 1 and B(V ) satisfies Poincaré duality
dimB j (V ) = dimBN− j (V ) for all j ∈ I0,N .
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4.4.5.1 Fomin-Kirillov Algebras

Let m ≥ 3. We consider two Nichols algebras associated with the conjugacy class
Om

2 of transpositions in Sm , with respect to the following cocycles:

ε ≡ −1; χ(ν, ζ ) =
{
1 ν(i) < ν( j),

−1 ν(i) > ν( j),
where ζ = (i j), i < j.

The braided vector spaces (kOm
2 , c

ε) and (kOm
2 , c

χ ) can be realized as Yetter–
DrinfeldmodulesM1 andM2 overkSm . Furthermore, ifM ∈ kSm

kSm
Y D ,M �� M1,M2,

and m > 6, then dimB(M) = ∞ [11, Theorem 1.1].
We start by the quadratic approximations of B(Om

2 , c
ε) and B(Om

2 , c
χ ).

Definition 4.14 ([36, 70]) Let FKm be the algebra presented by generators
(x(i j))i< j∈Im and relations

x2(i j) = 0, i < j ∈ Im,

x(i j)x(kl) − x(kl)x(i j) = 0, i, j, k, l ∈ Im, all different,

x( jk)x(ik) − x(i j)x( jk) + x(ik)x(i j) = 0, i < j < k ∈ Im,

x(ik)x( jk) − x( jk)x(i j) + x(i j)x(ik) = 0, i < j < k ∈ Im .

This is the quadratic approximation of B(Om
2 , c

χ ); it is called the m-th Fomin-
Kirillov algebra since it appeared first in [36], albeit rediscovered in [70].

Proposition 4.9 If m = 3, 4, or 5, then the dimension, the Hilbert–Poincaré series
HFKm(t) and its top degree of the Fomin-Kirillov algebra FKm are given in Table4.5.

We turn to the quadratic approximation ofB(Om
2 , c

ε).

Definition 4.15 ([70]) Let Bm be the algebra generated (x(i j))i< j∈Im with relations

x2(i j) = 0, i < j ∈ Im,

x(i j)x(kl) + x(kl)x(i j) = 0, i, j, k, l ∈ Im, all different,

x( jk)x(ik) + x(ik)x(i j) + x(i j)x( jk) = 0, i < j < k ∈ Im,

x(ik)x( jk) + x( jk)x(i j) + x(i j)x(ik), = 0, i < j < k ∈ Im .

Table 4.5 Fomin-Kirillov algebras FKm and their relatives Bm, m = 3, 4, 5

m Dimension Top degree Hilbert–Poincaré series

3 12 4 HFK3 (t) = (2)2t (3)t
4 576 12 HFK5 (t) = (2)2t (3)

2
t (4)

2
t

5 8294400 40 HFK5 (t) = (4)4t (5)
2
t (6)

4
t
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These algebras are closely related; cf. Example 4.30.

Proposition 4.10 ([83])B(kOm
2 , c

ε) and B(kOm
2 , c

χ ) are twist-equivalent.

Corollary 4.2 If m = 3, 4 or 5, then Bm has the same dimension and the same
Hilbert–Poincaré series as those of FKm and thus they are also given in Table4.5.

Indeed, it is enough to prove Proposition 4.9 or Corollary 4.2, as they are equiv-
alent. If m = 3 or 4, then Proposition 4.9 was proved in [36]; if m = 5, is due to
Jan-Erik Roos, with a computer program. If m = 3 or 4, then Corollary 4.2 was
proved in [70] using Grobner basis.

Theorem 4.14 If m = 3, 4, or 5, then FKm � B(Om
2 ,c

χ ).

The proof appears in [70] for Bm and m ≤ 4, and verified by Graña for m = 5
using Deriva–see details in [37]. By Proposition 4.10, it translates at once to FKm.

Let m ≥ 6. The following three assertions are open questions:
• FKm � B(Om

2 ,c
χ ) is a Nichols algebra (i.e.,B(Om

2 , c
χ ) is quadratic).

• The dimension of FKm is finite.
• The dimension ofB(Om

2 , c
χ ) is finite.

Some authors suggest that the last two assertions are false, see, e.g., [67].
Needless to say, the analogous question is stated for Bm andB(Om

2 , c
ε); but both

questions are equivalent by Proposition 4.10.
The following Example is close to B4.

Example 4.32 ([15]) The Nichols algebra of the conjugacy class O4
4 of 4-cycles

in S4 with the constant cocycle −1 is quadratic and has the same dimension and
Hilbert–Poincaré series as those of FK4 and thus are given in Table4.5.

4.4.5.2 Finite-Dimensional Nichols Algebras of Some Affine Racks

In the examples below, we consider simple affine racks Aff(Fq , T ) and the constant
cocycle q ≡ −1. We set B(Fq , T ) := B(Aff(Fq , T ), q). Notice that Aff(F3, 2) �
O3

2 ; as we have seen, dimB(F3, 2) = 12 = 3.22 and the top degree is 4 = 22.

Example 4.33 ([41]) Let ω ∈ F4 such that ω2 + ω + 1 = 0. The tetrahedron rack is
T := Aff(F4, ω). Then B(F4, ω) is generated by (xi )i∈F4 with relations

x2i = 0, i ∈ F4;
xi x j + x(ω+1)i+ω j xi + x j x(ω+1)i+ω j = 0, i �= j ∈ F4;
xωx1x0xωx1x0 + x1x0xωx1x0xω + x0xωx1x0xωx1 = 0.
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Also, dimB(F4, ω) = 72 = 4.2.32 (observe that 2 = ϕ(4) where ϕ is the Euler
function) and the top degree is 9 = 32. The Hilbert–Poincaré series is the polynomial

(1+ t)2(1+ t + t2)2(1+ t3) = t9 + 4t8 + 8t7 + 11t6

+ 12t5 + 12t4 + 11t3 + 8t2 + 4t + 1.

Example 4.34 ([46]) There is a cocycle q on T = Aff(F4, ω) that takes values±ξ ,
where ξ ∈ G

′
3, such that dimB(T , q) = 5184. The Nichols algebraB(X4,ω, q) can

be presented by generators (xi )i∈F4 with defining relations

x30 = x31 = x3ω = x3ω2 = 0,

ξ 2x0x1 + ξ x1xω − xωx0 = 0, ξ 2x0xω + ξ xωxω2 − xω2x0 = 0,

ξ x0xω2 − ξ 2x1x0 + xω2x1 = 0, ξ x1xω2 + ξ 2xωx1 + xω2xω = 0,

x20 x1xωx
2
1+x0x1xωx21 x0 + x1xωx

2
1 x

2
0 + xωx

2
1 x

2
0 x1 + x21 x

2
0 x1xω + x1x

2
0 x1xωx1

+ x1xωx1x
2
0 xω + xωx1x0x1x0xω + xωx

2
1 x0xωx0 = 0.

Example 4.35 (Graña, see [15]).We consider the affine racksAff(F5, 2), Aff(F5, 3).
First,B(F5, 2) is generated by (xi )i∈F5 with relations

x2i = 0, i ∈ F5;
xi x j + x−i+2 j xi + x3i−2 j x−i+2 j + x j x3i−2 j i �= j ∈ F5;
x1x0x1x0 + x0x1x0x1.

Also, dimB(F5, 2) = 1280 = 5.44 and the top degree is 16 = 42. The Hilbert–
Poincaré series is the polynomial

(1+ t)2(1+ t + t2 + t3)(1+ t + 2t2 + 2t3 + 2t4 + t5 + t6)(1+ t + 2t2 + 2t3 + t4 + t5)

= t16 + 5t15 + 15t14 + 35t13 + 66t12 + 105t11 + 145t10 + 175t9

+ 186t8 + 175t7 + 145t6 + 105t5 + 66t4 + 35t3 + 15t2 + 5t + 1.

Next the braided vector space associated with Aff(F5, 3) with q ≡ −1 is dual to
the preceding; hence, dimB(F5, 3) = 1280 and the Hilbert–Poincaré series is the
same.

Example 4.36 (Graña). We consider the affine racks Aff(F7, 3), Aff(F7, 5). First,
B(F7, 3) is generated by (xi )i∈F7 with relations

x2i = 0, i ∈ F7;
xi x j + x−2i+3 j xi + x j x−2i+3 j i �= j ∈ F7;
x2x1x0x2x1x0 + x1x0x2x1x0x2 + x0x2x1x0x2x1.
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Also, dimB(F7, 3) = 326592 = 7.66 and the top degree is 36 = 62. The Hilbert–
Poincaré series is the polynomial

(1+ t)2(1+ t + t2)2

× (1+ t + 2t2 + 3t3 + 4t4 + 5t5 + 4t6 + 5t7 + 4t8 + 3t9 + 2t10 + t11 + t12)

× (1+ t + t2 + 2t3 + 2t4 + 2t5 + 2t6 + t7 + t8 + t9)

× (1+ t + 2t2 + 2t3 + 3t4 + 3t5 + 2t6 + 2t7 + t8 + t9)

= t36 + 7t35 + 28t34 + 84t33 + 210t32 + 462t31 + 918t30 + 1673t29 + 2828t28

+ 4473t27 + 6664t26 + 9394t25 + 12573t24 + 16023t23 + 19488t22 + 22659t21

+ 25214t20 + 26873t19 + 27448t18 + 26873t17 + 25214t16 + 22659t15 + 19488t14

+ 16023t13 + 12573t12 + 9394t11 + 6664t10 + 4473t9 + 2828t8 + 1673t7

+ 918t6 + 462t5 + 210t4 + 84t3 + 28t2 + 7t + 1.

Next the braided vector space associated with Aff(F7, 5), q ≡ −1, is dual to
the preceding; hence dimB(F7, 5) = 326592 and the Hilbert–Poincaré series is the
same.

It was conjectured that the examples in this §and the preceding exhaust all genuine
finite-dimensional Nichols algebras over groups (besides those of diagonal type); see
[47] for the precise formulation.

4.4.5.3 Decompositions with 2 Summands

We start by the description of some decomposable braided vector spaces of rack type
with finite dimensional Nichols algebra. Then we state the main result of [53]. For
simplicity, we assume that k is algebraically closed and char k = 0.

Example 4.37 Let X = D4 = I2 σ
∐

σ I2, σ �= id, see Exercise 4.10. Concretely,
X = {1, 2}(34)∐(12){3, 4}. Then kX = V1 ⊕ V2, where V1 is spanned by (xi )i∈I2 ,
while V2 is spanned by (x j ) j∈I3,4 . Let p, q, r, t ∈ k×, p �= 1 �= q, and ε, ε′ ∈ G2.
Define a braiding on kX by

c|V1⊗V1 is of diagonal type with matrix

(
q εq
εq q

)

,

c|V2⊗V2 is of diagonal type with matrix

(
p ε′ p
ε′ p p

)

,

(
c(xi ⊗ x j )i∈I2, j∈I3,4

) =
(

x4 ⊗ x1 t2x3 ⊗ x1
ε′x4 ⊗ x2 ε′t2x3 ⊗ x2

)

,

(
c(x j ⊗ xi ) j∈I3,4,i∈I2

) =
(
x2 ⊗ x3 r2x1 ⊗ x3
εx2 ⊗ x4 εr2x1 ⊗ x4

)

.

(4.87)
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Exercise 4.31 1. Prove that this is indeed a braiding.
2. Assume that ε = ε′ = 1. Consider the basis (yh)h∈I4 of kX where

y1 = r x1 + x2, y2 = −r x1 + x2, y3 = t x3 + x4, y4 = −t x3 + x4.

Then c on this basis is of diagonal type, with matrix

⎛

⎜
⎜
⎝

q q t −t
q q t −t
r −r p p
r −r p p

⎞

⎟
⎟
⎠ .

If dimB(V ) <∞, then p = q = −1. (Indeed, by Example 4.31, p, q ∈ G
′
2 ∪

G
′
3, then inspect the list in [45]). In this case, the Dynkin diagram is

−1◦
1

r t

−r t

−1◦
3

−r t
−1◦
4

r t −1◦
2
;

if r t = 1 : −1◦
1

−1

−1◦
3

−1
−1◦
4

−1◦
2
;

if r t = −1 : −1◦
1

−1 −1◦
3

−1◦
4

−1 −1◦
2
;

Now
−1◦ −1 −1◦ , is a Dynkin diagram of Cartan type A2 at −1. By elemen-

tary arguments, its Nichols algebra has dimension 8. Therefore, if r t ∈ G2, then
dimB(V ) = 64. If r t /∈ G2, then dimB(V ) = ∞ by inspection of the list in
[45].

3. If ε = ε′ = −1, then there is a twist φ as in Example 4.30 that reduces to the
previous case.

When ε, ε′ ∈ G2 are arbitrary, the same result holds but the proof requires the
Weyl groupoid:

Theorem 4.15 ([48, Theorem 4.6]) Let (V, c) = (kD, c)where c is given by (4.87).
Then dimB(V ) = 64.

Example 4.38 Let X = D3
∐{4}. Then kX = V1 ⊕ V2, where V1 is spanned by

(xi )i∈I3 , while V2 is spanned by x4. Let ω ∈ k×, ζ ∈ G3, q1, q2 ∈ k×. Recall cε from
Sect. 4.4.5.1 and define a braiding on kX by

c|V1⊗V1 = cε, c(x4 ⊗ x4) = −ωx4 ⊗ x4,

c(xi ⊗ x4) = q1ζ
i−1x4 ⊗ xi , c(x4 ⊗ xi ) = q2xi ⊗ x4, i ∈ I3.

(4.88)

Exercise 4.32 Check that (4.88) satisfies the braid equation.

Thus kX = V1 ⊕ V2 is a decomposition of braided vector spaces where V1 is
(kO3

2 , c
ε), V2 is a point with label −ω ∈ G

′
6 and the braiding between them is pre-

scribed in the second line of (4.88).



190 N. Andruskiewitsch

Theorem 4.16 ([53, Theorem 8.2]) Assume that ω ∈ G
′
3 and that q1q2 = −ω2. Let

(V, c) = (k(D3
∐{4}), c) where c is given by (4.88). Then dimB(V ) = 10368 =

3427.

Example 4.39 Let X = D3
∐{4} as in the previous Example. Let V = V1 ⊕ V2,

whereV1 = kD3 is spannedby (xi )i∈I3 , but nowV2 iskx4 ⊗ k2. Let y4 = x4 ⊗ (1, 0),
y5 = x4 ⊗ (0, 1). Let ζ ∈ G3, q1, q2 ∈ k×. Define a braiding on kX by

c|V1⊗V1 = cε, c|V2⊗V2 = −τ,
c(xi ⊗ y4) = ζ i−1y5 ⊗ xi , c(xi ⊗ y5) = q1ζ

2(i−1)y4 ⊗ xi ,

c(y4 ⊗ xi ) = q2y4 ⊗ xi , c(y5 ⊗ xi ) = q2xi ⊗ y5, i ∈ I3.

(4.89)

Thus V = V1 ⊕ V2 is a decomposition of braided vector spaceswhere V1 is (kO3
2 , c

ε)

as in Sect. 4.4.5.1, V2 = ky4 ⊕ ky5 has dimension 2 and the braiding between them
is prescribed in the second and third lines of (4.89).

Exercise 4.33 Check that (4.89) satisfies the braid equation.

Theorem 4.17 ([53, Theorem 8.4]) Let (V, c) be the braided vector space with c
given by (4.89). Assume that q1q2

2 = 1. Then dimB(V ) = 2304 = 3228.

Example 4.40 Let X = D3 (45)
∐

(132),(123) I4,5; let σ = (132). Let V = kX = V1 ⊕
V2, where V1 = kD3 is spanned by (xi )i∈I3 and V2 is spanned by x4, x5. Let ζ ∈ G3,
a1, q1, q2 ∈ k×. Define a braiding on V by

c|V1⊗V1 = cε, c(xi ⊗ x j ) = a1ζ
2−δi j x j ⊗ xi , i, j ∈ I4,5;

c(xi ⊗ x4) = ζ i−1x5 ⊗ xi , c(xi ⊗ x5) = q1ζ
2(i−1)x4 ⊗ xi ,

c(x4 ⊗ xi ) = q2xσ(i) ⊗ x4, c(x5 ⊗ xi ) = q2xσ−1(i) ⊗ x5, i ∈ I3.

(4.90)

Exercise 4.34 Check that (4.90) satisfies the braid equation and that V = V1 ⊕ V2

is a decomposition of braided vector spaces.

Theorem 4.18 ([53, Theorem 8.1, 8.3]) Let (V, c) be the braided vector space with
c given by (4.90).

1. Assume that ζ ∈ G
′
3, a1 = −ζ 2 and q1q2

2 = ζ 2. Then dimB(V, c) = 10368.
2. Assume that ζ = 1, a1 = −1 and q1q2

2 = 1. Then dimB(V, c) = 2304.

Example 4.41 Let X = D4 (56)
∐

σ1,σ2
I5,6. Here we number D4 as follows: D4 =

{1, 3} σ∐σ {2, 4}, where σ �= id; that is, we change the numeration in Example 4.37
by 2↔ 3. Also, σ1 = (1234), σ2 = (1432). Let V = kX = V1 ⊕ V2, where V1 =
kD4 is spanned by (xi )i∈I4 , and V2 is spanned by x5, x6. Let q1, q2 ∈ k×, ζ1, ζ2 ∈ G4.
Define a cocycle on V by
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(qi j )i, j∈I4 =

⎛

⎜
⎜
⎝

−1 −ζ 21 −ζ 21 −ζ 21−1 −1 −1 −ζ 21−ζ 21 −1 −1 −1
−ζ 21 −ζ 21 −ζ 21 −1

⎞

⎟
⎟
⎠ , (qi j )i, j∈I5,6 =

(−1 −ζ 32−ζ 32 −1
)

,

(qi j )i∈I5,6, j∈I4 =
(
1 q2ζ 31 1 q2ζ1
ζ 21 q2ζ 31 1 q2ζ 31

)

, qi j =
{
ζ 1−i2 , j = 5,

q1ζ
i−1
2 j = 6,

i ∈ I4.

(4.91)

Exercise 4.35 Check that (4.91) satisfies the cocycle relation.

Theorem 4.19 ([52, Theorem 5.4]) Let (V, cq) be the braided vector space with
q given by (4.91). Assume that ζ1ζ2 = q1q2 and ζ2 ∈ G

′
4 . Then dimB(X, q) =

262144.

Example 4.42 Let X = T
∐{5}. Let V = kX = V1 ⊕ V2, where V1 = kT is

spanned by (xi )i∈I4 , and V2 is kx5. Let a, q1, q2 ∈ k×. Define a braiding on V by

c|V1⊗V1 = c−1, c|V2⊗V2 = aid,

c(xi ⊗ x5) = q1x5 ⊗ xi , c(x5 ⊗ xi ) = q2xi ⊗ x5, i ∈ I4.
(4.92)

ThusV = V1 ⊕ V2 is a decompositionof braidedvector spaceswhereV1 is (kT , c−1)
as in Example 4.33 and V2 = kx5 has dimension 1.

Exercise 4.36 Check that (4.92) satisfies the braid equation.

Theorem 4.20 ([52, Theorem 2.8]) Let (V, c) be the braided vector space with
c given by (4.92). Assume that −q1q2 ∈ G

′
3 and aq1q2 = 1. Then dimB(X, q) =

80621568.

The following remarkable result is the culmination of the series of papers [48,
51–53].

Theorem 4.21 ([53]) Let G be a finite non-abelian group and V = V1 ⊕ V2 ∈
kG
kGY D , where V1 and V2 are simple, the support of V generates G and c2|V1⊗V2

�= id.
Assume that dimB(V ) <∞. Then as a braided vector space, V is isomorphic to
one of the Examples 4.37, 4.38, 4.39, 4.40, 4.41 or 4.42.

This formulation is simplified for the sake of the exposition; the actual result gives
precise information of the possible groupsG, it does not requirek to be algebraically
closed, and it extends to all characteristics, with new examples in characteristics 2
and 3.

4.4.5.4 Decompositions with θ > 2 Summands

The proof of Theorem 4.21 uses the Weyl groupoid and a detailed analysis of the
subgroups of the enveloping group of the racks involved. With similar techniques,
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the same authors went on and obtained in [54] the analogous classification but for
θ > 2, again without restriction on the characteristic. The outcome is that essentially
Dynkin diagrams of simple Lie algebras are, up to just a few exceptions, the main
characters of the classification!

As the precise formulation of the main theorem of [54] requires a careful prepa-
ration beyond the scope of these notes, we refer the interested reader to the original
source [54].
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Chapter 5
Quantum Field Theory in Curved
Space-Time

Notes Based on Lectures by A. Ashtekar

Andrés F. Reyes Lega

Abstract These notes present an overviewof the lectures held byAbhayAshtekar on
the theory of quantum fields in curved space-times and its applications to cosmology
at the Summer School “Geometric, topological, and algebraic methods for quantum
field theory”, held at Villa de Leyva in 2015. The first part of the notes is pretty
much self contained, assuming only a basic knowledge of quantum field theory in
Minkowski space-time, while the second part—more in the style of a seminar—
presents applications to the theory of inflation.

5.1 Introduction

Over the last 20 years, a good understanding of the origin of the large-scale structure
of the universe has been obtained.Much of the theoretical basis for this understanding
comes from the study of quantum field theory in curved space-times, which is the
subject of this chapter. We are going to study linear quantum field theories which,
although simpler than fully interacting ones, have a series of subtle and physically
remarkable properties. There are several functional-analytic aspects that we will not
cover, but which are discussed in references [5, 6, 9, 10]. One of themain differences
between quantum field theories in flat (i.e., Minkowski) and curved space-times is
that in the latter case translation invariance is lost and henceFourier transforms are not
available. One important consequence of this is the lack of uniqueness of the ground
state, which in the Minkowski case is singled out by its invariance with respect to the
isometry group. This is of course not new, as we know from the Hawking effect. But,
even if the theory has been developed since the seventies, there are still fundamental
open problems. That is the case, e.g., with applications to the very early universe.
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To understand how quantum field theory fits in this context, it is important to have
an idea of the different scales, in particular of the very extreme conditions in the early
universe. For example, we know that matter density must have been of the order of

ρ ∼ 10−12ρP = 1081 gm/cc.

This should be compared with the density of nuclear matter, which is of the order of
1014gm/cc. Here ρP refers to the Planck density, a number that is obtained from the
three fundamental physical constants c,G and �. One combination of these constants
gives a fundamental length, the Planck length, given by

lP =
√
G�

c3
≈ 10−33 cm.

The corresponding density, the Planck density, is then given by

ρP = c5

G�2
≈ 1093 gm/cc.

In the sequel, we will set c = 1. In physics, dimensions are important, in particular,
dimensionful parameters set scales. The quantities lP and ρP introduced above cor-
respond to the Planck scale, where quantum gravity effects become important. But in
these notes, we will stay away from this scale and so we will ignore quantum effects
of nonlinear gravity. In our setting, gravity will be described by general relativity, but
we will consider quantum fields in curved space-times. That means, in this chapter,
space-time is classical (described by general relativity) with quantum fields on it.

The role of quantum fields for cosmology is very important. According to the
current understanding, the early universe underwent a period of near exponential
expansion called inflation. Given that the very early universe was extremely homo-
geneous and isotropic, the question of how did the large-scale structure arise is a
very important one. There must have been very “tiny” fluctuations that led to cosmic
inhomogeneities in the cosmic microwave background (CMB) and seeded the for-
mation of large-scale structure in the universe. The answer to this question involves
the theory of quantum fields in curved space-times, the subject of these lecture notes.
Wewill start with a brief review of quantum field theory inMinkowski space-time, in
order to appreciate the change in perspective that will be necessary when considering
curved space-times.

5.2 Quantum Field Theory in Minkowski Space-Time

Minkowski space-time is a 4-manifold M = R4, endowed with a metric

ds2 = −dt2 + dx2.
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The Riemann tensor corresponding to this metric vanishes, meaning that we are
dealing with special relativity (and so, from the three fundamental constants c, �,G,
we are ignoring the last one). The simplest example of a field theory is provided
by the real scalar field, φ, which is a (real) solution to the Klein–Gordon equation
(� ≡ −∂2

t + ∇2):
(� − μ2)φ(x) = 0, (5.1)

whereμ is the mass of the scalar field. In quantum field theory (QFT), we replace the
function φ(x) by an operator-valued distribution φ̂(x). Denoting space-time points
as x = (x0, x), we can use Fourier transform to write

φ(x) = 1

(2π)4

∫
d4kφ̃(k)eik·x , (5.2)

with k · x = −k0x0 + k · x. Since φ(x) should be a solution to the field equation,
we obtain:

φ̃(k) = δ(−ω2
k + k20)a(k), (5.3)

where ωk is defined as

ωk :=
√
k2 + μ2. (5.4)

This means that the integral actually has support on the hyperboloid of mass μ.

Exercise 5.1 Defining A(k) := a(ωk ,k)
2π

√
2ωk

, carry out the integral with respect to k0 to
get

φ̂(x) = 1

(2π)3

∫
d3k√
2ωk

[
ei(k·x−ωk t) Â(k) + ei(−k·x+ωk t) Â†(k)

]
. (5.5)

So, upon quantization, it is the Fourier coefficient functions (a(k)) that take on
the operator character of the field. These creation/annihilation operators obey the
canonical commutation relations (CCR):

[
Â(k), Â†(k′)

]
= �

(2π)3
δ(k, k′),

[
Â(k), Â(k′)

]
= 0 =

[
Â†(k), Â†(k′)

]
.

(5.6)

Exercise 5.2 Check that the CCR for the Â(k) and Â†(k) operators are equivalent
to the following ones: [

ϕ̂(x), π̂†( y)
] = i�δ(x, y), (5.7)

where

ϕ̂(x) := φ̂(t0, x),

π̂(x) := ∂

∂t
φ̂(t, x)|t=t0 . (5.8)
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Now, if we consider the spatial topology to be that of a 3-torus, that is if we replace
R4 by R × T 3, then k becomes a discrete variable. Equivalently, we may consider
periodic boundary conditions on space, of the form xi ≡ xi + l (i = 1, 2, 3). Then
the volume of space is finite, V0 = l3, and integrals over momenta become discrete
sums:

d3k
(2π)3

−→ 1

V0

∑
k∈ 2π

l nk

.

Switching to the more compact notation Âk ≡ Â(k), we then obtain the following
expression for the quantum field:

φ̂(x) = 1

V0

∑
k

eik·x
(
e−iωk t

√
2ωk

Âk + e+iωk t

√
2ωk

Â†
−k

)
. (5.9)

This makes it apparent that we can regard the free quantum field as an “assembly of
simple harmonic oscillators.”We can now proceed in the standard way and construct
states of the field from the vacuum. As with the simple harmonic oscillator, the CCR
imply that there must be a state vector |0〉 (the vacuum state) which is annihilated by
all the operators Âk:

Âk|0〉 = 0. (5.10)

Then we can construct 1-particle states as linear combinations of vectors of the form

|k〉 = Â†
k|0〉, (5.11)

as well as 2-particle states,

|k1, k2〉 = Â†
k1
Â†
k2

|0〉, (5.12)

and so on. Notice that, due to the CCR, all N -particle states are symmetric under
exchange of the particles’ labels. For instance, we have |k1, k2〉 = |k2, k1〉. This
reflects the fact that we are dealing with a bosonic theory. The Hilbert space obtained
this way is called Fock space. Let us have a closer look at how it is constructed.

One of the basic structures we have to consider (and one that will play an essential
role in the case of QFT in curved space-times) is the linear structure of the space of
(real) solutions of the classical field equations. So let us consider the vector space
of all real solutions of the Klein–Gordon equation, let us call it V . As we have seen,
the presence of Poincaré symmetry allows us to decompose any solution as the sum
of positive and negative frequency parts, so that—on the complexified space VC—
we can always write φ = φ+ + φ−, with φ real, and φ+ (resp. φ−) containing only
positive (resp. negative) frequencies. We therefore have a decomposition of the form
VC = V+ ⊕ V−. This decomposition is covariant, meaning that it does not depend
on the frame of reference. It turns out that the space V+ can actually be given the
structure of a Hilbert space. This Hilbert space (the space of 1-particle states) will be
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denoted by h. So a general 1-particle state will be given by the restriction of a real
solution φ to its positive frequency part:

h � φ+(x) = 1

V0

∑
k

eik·xe−iωk t A(k). (5.13)

Notice that here A(k) is a function, the “Fourier coefficients” of the field, and so it
depends on the initial data. The inner product on h is, then, given by

〈φ+
1 , φ+

2 〉 := i

�

∫
Σ

d3x
(
φ+
1 ∇aφ

+
2 − φ+

2 ∇aφ
+
1

)
na, (5.14)

where the integral is taken over any space-like hypersurface Σ . Here, na denotes the
(time-like) vector normal to Σ . The integrand in (5.14) is given by the conserved
current of the Klein–Gordon field, and therefore it is independent of the chosen Σ .

Exercise 5.3 Check the properties of the Hermitian product defined by (5.14),
namely,

• 〈φ+
1 , φ+

2 〉 = 〈φ+
2 , φ+

1 〉,
• 〈φ+

1 , φ+
1 〉 ≥ 0, 〈φ+

1 , φ+
1 〉 = 0 ⇔ φ+

1 = 0.

Having constructed the 1-particle Hilbert space h, we can now define the Fock space,
as follows:

H := C ⊕ h ⊕ (h ⊗s h) ⊕ · · · ⊕ (⊗n
s h) ⊕ · · · (5.15)

Here, the subscript “s” in the tensor product means that we are considering the
symmetrized tensor product of h with itself (this reflects the bosonic character of
the field operators). One can easily check that the operators Âk and Â†

k act onH in
the expected way, and also that φ̂(x) has a well-defined action on H . In particular,
the Fock space contains “sectors” labeled by the number of particles, that is, by the
(integer) eigenvalues of the number operator N̂ = ∑

k N̂k, where N̂k = Â†
k Âk.

After having reviewed the basic properties of the scalar field in Minkowski space,
let us comment on some of the limitations.

1. We havemade use of the Fourier transform in order to find the decomposition into
positive/negative frequency parts. But in a general space-time, we will not have
this tool at our disposal. However, what is fundamental, and what we have at our
disposal, is an operator algebra, generated by (smeared) operators π̂(x), φ̂(x ′).
This algebra will be called the canonical algebra and denoted byAcan. The task is
then to find representations of this algebra. A relevant question is, then, howmany
equivalence classes of representations are there? In quantum mechanics, where
the number of degrees of freedom is finite, we have von Neumann’s uniqueness
theorem, so the answer in that case is that there is, up to unitary equivalence,
only one representation. But in QFT, where we have infinitely many degrees of
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freedom, there are many (in fact, infinitely many) inequivalent representations of
the canonical algebra. The one that was presented here was selected by Poincaré
invariance of |0〉.

2. In curved space-time, there is no Poincaré group, so we will be confronted with
a fundamental lack of uniqueness for the choice of a vacuum state. The first
question we will address is how can we find an analog of the decomposition
into positive and negative frequency parts, when working with a more general
space-time where this decomposition will not be available, at least not in the
straightforward way we found for the Minkowski case.

5.3 Quantum Field Theory in Curved Space-Time

In the previous section, we discussed the quantization of a scalar field onMinkowski
space.Nowwewill consider the generalization of the same problem to amore general
class of space-timemanifolds. The curved space-times wewill consider will be given
by globally hyperbolic spaces, endowed with a metric gab of Minkowski signature
(−,+,+,+, ). Topologically, the condition of being globally hyperbolic means that
the underlying manifold is of the form

M (4) = Σ(3) × R. (5.16)

Thus, globally hyperbolic space-times have the structure of a foliation, for which the
3-manifold Σ(3) plays the role of a Cauchy surface; that is, every inextensible time-
like curve intersects Σ(3) only once. This in turn means that, for the type of classical
equation of motion we are considering, the initial value problem is well-posed.

Wewill follow the convention to denote points belonging toΣ(3) with a bar. Thus,
x̄ means x̄ ∈ Σ(3). Let us consider two functions ϕ(x̄) and π(x̄) (with appropriate
regularity/support properties) that we regard as the initial data for the classical equa-
tion of motion, Eq. (5.1). Then we get a unique solution φ(x), x ∈ M (4), which is
such that

φ(x)
∣∣
Σ(3) = ϕ(x̄), na∇aφ(x)

∣∣
Σ(3) = π(x̄). (5.17)

5.3.1 Quantization

In its more general form, the Stone–von Neumann theorem can be stated in terms
of the uniqueness of (strongly continuous, unitary, irreducible) representations of
an abstract Weyl algebra W (V, σ ) which is associated to any finite-dimensional
symplectic vector space (V, σ ). This algebra is generated by elements of the form
W (u), u ∈ V , subject to the relations

W (u)W (v) = e− i
2 σ(u,v)W (u + v). (5.18)
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If we replace symplectic vector spaces by symplecticmanifolds (i.e., if we give up the
linear structure), then the theorem does not hold true, something that is well known
in the context of geometric quantization. But even if we keep the linear structure,
but consider infinite dimensional (symplectic) vector spaces, there will be many
inequivalent representations. This kind of situation is very common in physics, and
it is precisely this structure (that of an infinite dimensional symplectic vector space)
the one that is relevant for the study of scalar quantum fields on curved space-times.

The (symplectic) vector space we are interested in is the space Γ of real solutions
of the field Eq. (5.1). As every solution can be obtained from a suitable pair γ ≡
(ϕ, π), we may as well consider the vector space Γcan of initial data as the relevant
vector space. Both spaces are related through an isomorphism

IΣ : Γ −→ Γcan (5.19)

φ �−→ (ϕ, π).

The symplectic form on Γcan (which we will denote as Ω) is given by the following
formula:

Ω ((ϕ1, π1), (ϕ2, π2)) :=
∫

Σ

(ϕ1π2 − ϕ2π1)dVΣ, (5.20)

where Σ denotes any Cauchy surface. We can use the isomorphism IΣ to obtain (by
pull-back) the equivalent of Ω on Γ . It is given by Ω = I ∗

ΣΩ . Explicitly we have,
for φ1, φ2 ∈ Γ ,

Ω (φ1, φ2) :=
∫

Σ

(φ1∇aφ2 − φ2∇aφ1)n
adVΣ. (5.21)

As we know, a quantization map in the sense of Dirac does not in general exist. For
this reason, we will focus on a special class of observables, for which quantization is
well defined. To γ0 = ( f, g) ∈ Γcan, we associate the linear observable Oγ0 , defined
as the following function on Γ :

Oγ0(γ ) := Ω(γ0, γ ). (5.22)

Notice that for γ0 = ( f, g) and γ = (ϕ, π) we then have

Oγ0(γ ) =
∫

Σ

( f π − g ϕ)dVΣ. (5.23)

Upon quantization, we expect to obtain an operator Ôγ0 , linear in γ0, of the form

Ôγ0(γ ) =
∫

Σ

( f (x̄) π̂(x̄) − g(x̄) ϕ̂(x̄))dVΣ. (5.24)
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The commutation relations these operators should obey can be read off from the
corresponding classical expression in terms of the Poisson bracket:

{Oγ1 ,Oγ2} = Ω(γ1, γ2). (5.25)

Hence, we impose the following CCR:

[Ôγ1 , Ôγ2 ] = i�Ω(γ1, γ2)1̂. (5.26)

Exercise 5.4 Check that the CCR in the form (5.26) are actually equivalent to

[ϕ̂(x̄1), π̂(x̄2)] = i�δ(x̄1, x̄2)1̂, [ϕ̂(x̄1), ϕ̂(x̄2)] = [π̂(x̄1), π̂(x̄2)] = 0. (5.27)

The CCR in the form (5.27) only involve (the quantized counterparts of) the initial
data ϕ(x̄) and π(x̄). But it turns out that, because of the hyperbolic character of
the field equation, if we assume that the quantized field φ̂(x) also satisfies the field
equation

(� − μ2)φ̂(x) = 0, (5.28)

then using (5.27) we can obtain the commutation relations at arbitrary space-time
points. The result is

[φ̂(x1), φ̂(x2)] = i�Δ(x1, x2)1̂, (5.29)

where Δ(x1, x2) = GA(x1, x2) − GR(x1, x2) is the commutator function, defined as
the difference between the advanced (GA) and retarded (GR) Green’s functions of
the Klein–Gordon operator. These are defined as distributional solutions to

(� − μ2)GA/R(x, y) = δ(4)(x, y)

with advanced/retarded support. In a more abstract setting, we may consider the free
algebra Acan generated by the smeared quantum fields

ϕ̂( f ) =
∫

Σ

ϕ̂(x̄) f (x̄)dVΣ (5.30)

and

π̂(g) =
∫

Σ

π̂(x̄)g(x̄)dVΣ, (5.31)

where f and g are test functions on Σ . The smeared field operators satisfy the
following form of the CCR:

[ϕ̂( f ), π̂(g)] = i�Ω( f, g)1̂, (5.32)
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with other commutators vanishing. Notice that we are using the compact notation

Ω( f, g) ≡ Ω(( f, 0), (0, g)).

The form (5.32) is easily obtained from (5.27), as we have:

[ϕ̂( f ), π̂(g)] =
∫

Σ

dV (1)
Σ dV (2)

Σ f (x̄1)g(x̄2)[ϕ̂(x̄1), π̂(x̄2)]

= i�
∫

Σ

dVΣ f (x)g(x) ≡ Ω(( f, 0), (0, g)).

The algebra Acan can also be given the structure of a ∗-algebra, with an involution
(∗-operation) given, for f, g real test functions, by

π̂∗( f ) = π̂( f ), ϕ̂∗(g) = ϕ̂(g).

Although it is not possible to endow Acan with a norm (the field operators are
unbounded), we can consider the exponentiated form of the CCR and instead focus
on the resultingWeyl algebra (W (Γ,Ω), in the notation introduced above). For such
an algebra, it is always possible to find a suitable norm.

Now, in view of the isomorphism IΣ , we may also consider the covariant algebra
Acov, generated as a free ∗-algebra by the quantum fields φ̂(x), which are solutions to
the field Eq. (5.28), are subject to the CCR (5.29), and are Hermitian: φ̂(x) = φ̂∗(x).

5.3.2 Representations

The representation of the field algebra in the case of Minkowski space-time made
crucial use of a decomposition into positive and negative frequency modes coming
directly from the Fourier transform. As in the general case we will not have this
possibility, we will instead make use of a polarization defined on ΓC. The idea is to
be able to express every real solution φ of the field equation in the form

φ = φ+ + φ−, (5.33)

where φ+ and φ− are complex fields such that φ̄− = φ+. Since the phase space Γ

is a real vector space, the way to achieve this is through a (compatible) complex
structure J . This is a real linear map J : Γ → Γ such that J 2 = −1. A polarization
on ΓC is then obtained by defining, for each φ ∈ Γ ,

φ+ := 1

2
(φ − i Jφ), φ− := 1

2
(φ + i Jφ). (5.34)
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It then follows that Jφ± = ±iφ±. The compatibility conditions that we must require
between the symplectic form and the complex structure are:

(i) Ω(Jγ1, Jγ2) = Ω(γ1, γ2), for all γ1, γ2 ∈ Γ .
(i i) Ω(γ, Jγ ) ≥ 0, for all γ ∈ Γ and Ω(γ, Jγ ) = 0 ⇔ γ = 0.

These conditions allow us to define the following Hermitian inner product on ΓJ ,
the complexification of Γ obtained from the complex structure J :

〈γ1, γ2〉J := 1

2�

[
Ω(γ1, Jγ2) + iΩ(γ1, γ2)

]
. (5.35)

Exercise 5.5 Check that (5.35) indeed defines a Hermitian inner product on ΓJ .

An equivalent description is obtained if instead we work directly on ΓC, using the
polarization and restricting 〈 · , · 〉 to Γ + := {φ+ = 1

2 (1 − i J )φ | φ ∈ Γ }. From
Jφ+ = iφ+, we obtain

〈φ+
1 , φ+

2 〉 = i

�
Ω(φ̄+

1 , φ+
2 ) (5.36)

= i

�

∫
Σ

dVΣn
a(φ̄+

1 ∇aφ
+
2 − φ+

2 ∇aφ̄
+
1 ).

Furthermore, a simple calculation shows that 〈φ+
1 , φ+

2 〉 = 〈φ1, φ2〉J . Upon Cauchy
completion,whatwe obtain is an isomorphismofHilbert spaces, between (ΓJ , 〈 , 〉J )
and (Γ +, 〈 , 〉).

We will therefore define the 1-particle Hilbert space to be the Cauchy completion
of Γ +, that is we set

h := (Γ +, 〈 , 〉). (5.37)

The corresponding Fock space is then given (as in (5.15)) by

H := C ⊕ h ⊕ (h ⊗s h) ⊕ · · · ⊕ (⊗n
s h) ⊕ · · · (5.38)

Now we have an algebra (either Acov or Acan) and a Hilbert space H . The next
question to be answered is: How do we construct a representation map? Assuming
we have already made a choice of complex structure J , we just need to introduce an
orthonormal basis on h. That is, we must choose a set {en(x)}n of solutions of the
Klein–Gordon equation such that

(i) Jen = ien
(ii) 〈en, em〉 = δn,m, i.e., Ω(en, em) = −i�δn,m .
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It is because of condition (i) that we call them “positive frequency” solutions. The
choice of this set of solutions then gives rise to a representation, via the following
definition:

RJ (φ̂(x)) :=
∑
n

(
en(x) Ân + en(x) Â

†
n

)
. (5.39)

Exercise 5.6 Check that, for RJ to be a representation, we must have [ Ân, Â†
m] =

δn,m and [ Ân, Âm] = 0.

One of the most prominent features of the theory of quantum fields on curved space-
times is the non-uniqueness of the vacuum state. As mentioned before, in the case of
Minkowski space-time, there is a clear physical condition that singles out the vacuum
as the unique Poincaré invariant state of the theory. But in more general situations,
we do not have such symmetry properties at our disposal. Finding physically relevant
conditions that might single out a vacuum state becomes a most important problem.

In the remaining part of this section, we are going to discuss one such condition,
the significance ofwhich is better appreciated ifwefirst discuss someof the properties
of coherent states. It is convenient to first discuss coherent states in the context of
the simple harmonic oscillator, described by the Hamiltonian

Ĥ = P̂2

2m
+ 1

2
mω2 X̂2, (5.40)

where X̂ and P̂ satisfy the usual canonical commutation relations. Defining the
dimensionless operators

x̂ =
√
mω

�
X̂ , p̂ = 1√

mω�
P̂, (5.41)

as well as creation and annihilation operators

â = 1√
2
(x̂ + i p̂), â† = 1√

2
(x̂ − i p̂), (5.42)

we obtain the following simple expression for the Hamiltonian:

Ĥ = �ω

(
â†â + 1

2

)
. (5.43)

The spectrum of Ĥ is readily obtained by making use of the commutation relations
[â, â†] = 1. The ground state |0〉 is characterized by the condition â|0〉 = 0 and gives
the lowest energy eigenvalue. The remaining energy eigenstates are obtained from
|0〉 by repeated application of the creation operator:
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|n〉 = (â†)n√
n! |0〉. (5.44)

An equivalent description of these states can be given in terms of holomorphic
functions, in the following way. First let us consider the classical phase space Γ

(which here is just the 2-dimensional space R2), the elements of which we denote
as γ = (x, p). Upon identification of Γ with C, γ becomes z = x + i p. The natural
complex structure ofC can then bemapped to a complex structure J onΓ . Explicitly,
we have (for the mapping z �→ iz seen as a real map on Γ ):

J : Γ −→ Γ(
x
p

)
�−→

(
0 −1
1 0

) (
x
p

)
. (5.45)

Exercise 5.7 Check that J as defined above is compatible with the symplectic form
Ω = dx ∧ dp.

We now introduce a Hilbert space H of holomorphic functions on Γ ≡ C, with
inner product given by

〈ψ1, ψ2〉 := i

π

∫
Γ

dz ∧ dz e−zz ψ1(z)ψ2(z). (5.46)

A general state vector in this space is written as

ψ = ψ0 + ψ1z + ψ2
z2√
2! + · · · + ψn

zn√
n! + · · · (5.47)

In terms of the basis (5.44), the above state is written as

ψ = ψ0|0〉 + ψ1|1〉 + ψ2|2〉 + · · · (5.48)

As can be readily checked, in this representation creation and annihilation operators
are given by the following expressions:

â†ψ(z) = zψ(z), âψ(z) = dψ(z)

dz
. (5.49)

Notice that in this representation (which is known as the Bargmann–Segal represen-
tation [7]), ψ is a function on phase space, and not only on configuration space.

Now let us turn to the definition of coherent states. For ζ ∈ C, we put

|ψζ 〉 := Neζ̄ â† |0〉, (5.50)
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where N = e−1/2|ζ |2 is a normalization constant. Such a state is a coherent superpo-
sition of all basis states of the harmonic oscillator:

|ψζ 〉 = N

(
|0〉 + ζ̄ |1〉 + ζ̄ 2

2! |2〉 + · · ·
)

.

Coherent states play a fundamental role in physics (e.g., in quantum optics), because
they are states ofminimumuncertainty. In fact, it turns out that the state |ψζ 〉 is sharply
peaked around the point (x0, p0), where ζ = x0 + i p0. Discussions of coherent states
are much easier in the Bargmann–Segal (holomorphic) representation. For instance
notice that, in this representation, the coherent state defined in (5.50) is given by

ψζ (z) = e−1/2|ζ |2eζ̄ z . (5.51)

The probability distribution corresponding to this state is easily computed and found
to be given by a Gaussian distribution centered around ζ :

P(z) = ψζ (z)ψζ (z)e
−zz̄ = N 2eζ z̄+ζ̄ ze−zz̄ = e−|z−ζ |2 .

Astraightforward computation then shows that the uncertainties in x and p are indeed
the minimum possible:

Δx = 1√
2
, Δp = 1√

2
.

Exercise 5.8 Starting from the requirement of minimum uncertainty, obtain the gen-
eral form (5.50) for a coherent state.

A salient feature of coherent states following from this sharp localization is that the
quantum evolution of the state follows very closely the classical path.

Let us now consider quantum fields: Starting with a real solution of the classical
field equation, sayφ ∈ Γcov, and assumingwe have alreadymade a choice of complex
structure J , we obtain a 1-particle state φ+ in h, from which a creation operator Â†

φ+
can be constructed. Acting by exponentiation with this operator on the vacuum, we
then obtain a coherent state |Ψφ+〉, that will be sharply peaked around the classical
solution we started with.

Let φ0 denote a specific 1-particle state. For any choice of a Cauchy surface Σ ,
we will have, as in (5.17), initial data given by functions ϕ0(x̄) and π0(x̄). Then one
obtains, for the expectation value of the corresponding quantum operators on the
coherent state |Ψφ+〉,

〈Ψφ+|ϕ̂(x̄)|Ψφ+〉 = ϕ0(x̄) (5.52)

〈Ψφ+|π̂(x̄)|Ψφ+〉 = π0(x̄). (5.53)
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Furthermore, in the context of the standard Fock quantization of scalar fields on
Minkowski space-time, it is possible to show that the expectation value of the (quan-
tum) Hamiltonian with respect to a coherent state |Ψφ+〉 precisely coincides with the
energy of the classical field φ. This property can in turn be used to characterize the
Fock representation [3].

From the above discussion, we have learned: (i) that, in general, there is no unique
choice of vacuum sate and (ii) a choice of vacuum state is related to a choice of
complex structure on Γ . Thus, some questions that arise are: Is it possible to use
a physical criterion (like the one discussed above) in order to single out a vacuum
state in more general situations?What happens if we consider two different complex
structures? We will not answer these questions in full generality in these notes, but
will rather consider specific classes of space-times for which we can state relevant
results. Let us, therefore, consider the following two classes of space-times:

• Space-times are “trivial spatially.” These include solutions to Einstein’s equations
of the FLRW type, which are relevant for cosmology.

• Space-times that are “trivial in time,” meaning that there exists a Killing vector
field ta on M (the space-time manifold) such that the metric gab is invariant with
respect to the diffeomorphisms generated by ita , i.e., i∗t gab = gab. Or equivalently
(infinitesimal form), the metric is such that Lt gab = 2∇[atb] = 0. In general rel-
ativity, such stationary space-times include the ones produced by stars (or even
black holes) in equilibrium.

A choice of complex structure for stationary space-times, which is a natural general-
ization from static space-times, can be obtainedmaking use of an energy requirement
similar to the one described above. Under the assumption that there exists ε such that
λ := −tata ≥ ε > 0, we have [2]:

Theorem There exists a unique complex structure J on Γcov � φ, (� − μ2)φ = 0
which respects the isometry it and is compatible with Ω , in the sense that

Ω(itφ1, itφ2) = Ω(φ1, φ2), (5.54)

as well as
[J, it ] = 0 (5.55)

are satisfied, and such that

Et (φ) = 〈ψφ0 |Ĥt |ψφ0〉, (5.56)

where Et (φ) stands for the classical energy of the field.
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5.4 Cosmology

5.4.1 General Remarks

In this last section,wewill consider applications of the theory discussed so far to prob-
lems in cosmology. As mentioned before, in cosmology we often consider metrics
for which “space is trivial.” By this we mean that the space-time manifold (M, gab)
is foliated by a 1-parameter family of Cauchy surfaces such that each leaf, as a
metric manifold, is maximally symmetric. Physically this means that space is homo-
geneous (there is no preferred point) and isotropic (there is no preferred direction).
In this case, we will have six independent Killing vector fields and, correspondingly,
a six-dimensional isometry group.

A fundamental question in cosmology is the one related to the origin of struc-
ture. What is the mechanism behind the formation of, say, density fluctuations that
eventually gave rise to the formation of galaxies? As we will see, the origin of these
fluctuations is of a quantum nature. In theoretical models, we therefore start with
a homogeneous and isotropic background metric and include inhomogeneities as
perturbations to this metric. The requirements of homogeneity and isotropy lead to
a metric of the following form:

gμνdx
μdxν = −dt2 + qabdx

adxb, (5.57)

where the metric qab, corresponding to the spatial part Σ , is of constant curvature.
The Riemann tensor, then, takes the following form,

Rabcd = 1

6
Rqa[cqb]d ,

with R (Ricci scalar) constant. Depending on the value of R, we distinguish three
cases:

1. R > 0. In this case, Σ has the topology of a 3-sphere.
2. R = 0. The manifold Σ isR3 with flat metric qabdxadxb = dx21 + dx22 + dx23 .
3. R < 0: Σ is a constant-vacuum surface of negative curvature.

So far, the second case is the one compatible with observations [8]. The evolution of
the universe (i.e., of the metric gab) is determined by Einstein’s equations, for a given
matter/energy source. From the symmetries discussed, and also from observational
evidence, we are led to propose a metric of the form

gab = −dt2 + a2(t)dx̄2. (5.58)

The factor a(t) will play the role of a dynamical variable. Due to the symmetries of
the space-time, Einstein’s equations reduce to the following two equations:
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(
ȧ

a

)2

= 8πG

3
ρ (Friedmann equation). (5.59)

(
ä

a

)
= −4πG

3
(ρ + 3p) (Raychaudhuri equation), (5.60)

where ρ is the energy density and p is the pressure of the matter field.

Exercise 5.9 Use Einstein’s field equations in order to obtain the previous two equa-
tions.

In cosmology, there is a quite interesting interplay between particle and nuclear
physics on one hand and general relativity on the other. This is so because, according
to Einstein’s field equations, the metric (and hence the dynamical variable ã(t)) is
determined by the matter and energy content of the universe. On the other hand,
a dynamical universe, one where space itself is changing over time, will determine
when do certain “particle species” dominate, according to the specific cross sections,
energy scales, etc. Nowadays, we have a fairly clear picture of the way our universe
has evolved after the big bang. So, for instance, right after inflation, until about
4 × 104 years after the big bang, we have a “radiation-dominated era,” followed by a
“matter-dominated era.” During the latter, the energy density of matter took over the
energy density of radiation. Some 300.000 years after the big bang, the universe had
cooled enough, so that hydrogen atoms could form. Light eventually decoupled from
matter, giving rise to the cosmic microwave background (CMB) radiation that we
observe today at a temperature of about 2.7K. In our current time (t ≈ 13.8 × 109

years), it is the cosmological constant Λ the one dominating the evolution of the
universe. How do we explain this? The energy densities for matter and radiation in
an expanding universe depend on the scale factor a as follows [11]:

ρdust ∼ 1

a3
, ρrad ∼ 1

a4
. (5.61)

This means that they decrease in time. On the other hand, ρΛ is time independent. So
when ρdust and ρrad become vanishingly small, ρΛ becomes dominant (this leading
to an accelerated universe).

Important information about inhomogeneities that are crucial in order to under-
stand the dynamics of structure formation is imprinted in the CMB radiation. What
is the origin of these fluctuations? In order to answer this question, we should focus
on the physics of the very early universe. The basic idea is that inhomogeneities have
their origin in quantum fluctuations.

In the remaining part of this section, we will describe the basic assumptions
behind inflationary models, emphasizing the applications of the concepts of quantum
field theory in curved space-times that we have discussed so far. One of the main
assumptionswemake is about the existence of a “matter” scalar fieldΦ that is subject
to a suitable potential V (Φ). One possible choice for the potential is



5 Quantum Field Theory in Curved Space-Time 213

V (Φ) = 1

2
μ2Φ2.

Already at the CMB epoch, the universe looks extremely homogeneous and
isotropic, but there should be “tiny” fluctuations that our model should account for.
At the onset of inflation, space-time is homogeneous and isotropic. Now, perturba-
tions in homogeneities would be zero classically. But in quantum field theory, these
perturbations have their origin in the properties of the vacuum state and—because of
the uncertainty principle—there will be fluctuations, of a quantum nature. We will,
therefore, consider quantum field theory in a FLRW, spatially flat, universe. We shall
consider the wave equation for a scalar field on this background space-time. The
metric is given by

ds2 = −dt2 + ã2(t)dx̄2, (5.62)

with t denoting proper time. If we now go to conformal time, that is, if we introduce
the change of variables

dη = dt

a(t)
, a(η) = ã(t), (5.63)

then the metric takes the form

ds2 = a2(η)(−dη2 + dx̄2). (5.64)

Exercise 5.10 Using the general form of the d’Alembertian in a curved space-time,

�φ = 1√−g
∂a

√−g gab∂bφ, (5.65)

obtain the field equation

φ′′(x) − 2
a′

a
φ′(x) − ∇2φ(x) + μ2a2φ(x) = 0, (5.66)

where φ′ denotes the derivative of φ with respect to η.

We can now perform a Fourier transformation with respect to space:

φ(x̄, η) = 1

Vo

∑
k̄

ei k̄·x̄φk̄(η), (5.67)

obtaining

φ′′
k̄ + 2

a′(η)

a(η)
φ′
k̄ + (

k̄2 + μ2a2(η)
)
φk̄ = 0. (5.68)
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For each k̄, we obtain two independent solutions. Denoting them by ek(η), ek(η), we
then have

φk̄(η) = ek(η)Ak̄ + ek(η)A−k̄ (5.69)

Let us recall that in the flat space-time case we had

ek(η) = e−iωη

√
2ω

.

This choice was singled out by time-translation symmetry. But in our present exam-
ple, there is no natural splitting into positive and negative frequency solutions. A
choice of basis has to be made, as well as a choice of a splitting into “positive”
and “negative” frequency parts. Let us explain this in more detail. First of all we
choose, for each mode, a solution ek(η). We will call these the positive frequency
solutions. Then we define a complex structure on the space of solutions by means of
the following formula:

Jφ(x, t) := 1

V0

∑
k̄

ei k̄·x̄
(
iek(η)Ak̄ − i ek(η)A−k̄

)
. (5.70)

That is, on basis elements we define Jek(η) = iek(η) and J ēk(η) = −i ēk(η). Now
we need to check the compatibility of J with the symplectic form Ω . Recall that the
symplectic form is given by the following expression:

Ω(φ1, φ2) =
∫

d3v(φ1n
a∇aφ2 − φ2n

a∇aφ1). (5.71)

The compatibility conditions are

Ω(Jφ1, Jφ2) = Ω(φ1, φ2), (5.72)

Ω(φ, Jφ) ≥ 0 (= 0 ⇔ φ = 0). (5.73)

It can be easily checked that (5.72) and (5.73) are satisfied if we impose the following
normalization conditions:

ēke
′
k − ē′

kek = − i

a2(η)
and eke

′
−k − e′

ke−k = 0. (5.74)

Notice that if these conditions are satisfied at η = η0, then they satisfied at all η,
because the ek are solutions of the wave equation, i.e.,

e′′
k + 2

a′

a
e′
k + (k2 + a2μ2)ek = 0. (5.75)
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Upon quantization, this will guarantee that the operators Â(†)
k̄

fulfill the canonical
commutation relations. We then get a Hilbert space HJ , which is generated by the
J -vacuum (i.e., a state vector annihilated by all the Âk̄) together with the state vectors
generated from the vacuumby successive application of creation operators, obtaining
in this manner a representation of the field operators on this Hilbert space:

RJ (φ̂(x)) = 1

V0

∑
k̄

ei k̄·x̄
(
ek(η) Âk̄ + ēk(η) Â†

−k̄

)
. (5.76)

For the construction of the representation, we have made explicit use of a complex
structure J . An important question is, therefore, the one related to the dependence
of results on different choices of J . Since the way we have defined the complex
structure makes use of a choice of basis, let us consider a different choice of basis,
related to the first choice in the following way,

e(2)
k = αke

(1)
k + βk ē

(1)
k , (5.77)

with αk, βk complex (Bogoliubov) coefficients.

Exercise 5.11 Check that the basis vectors e(2)
k and e(1)

k both satisfy the normalization
conditions if and only if

|αk |2 − |βk |2 = 1. (5.78)

The simplest situation we can consider is given by the choice βk = 0. In this case,
(5.78) reduces to αk = eiθk and therefore e(2)

k = eiθk e(1)
k . So, in this case, creation and

annihilation operators do not mix, and we have:

Â(2)
k̄

|0〉1 = 0 ⇔ |0〉1 = |0〉2.

In this case, the resulting complex structures are equivalent, and so are the corre-
sponding Hilbert space representations. The non-trivial cases correspond to choices
for which βk �= 0. Here, the “new” annihilation operators are given by a linear super-
position of the “old” creation and annihilation operators:

Â(2)
k̄

= ᾱk A
(1)
k̄

− β̄k A
(1)†
−k̄

. (5.79)

Now we have two a priori different vacua, determined by the conditions

Â(1)
k̄

|0〉1 = 0, Â(2)
k̄

|0〉2 = 0. (5.80)

Even though the two vacua |0〉1 and |0〉2 are different, it could be possible that they
correspond to equivalent representations. Let us explore this possibility.

Given two representationsRJ1 andRJ2 , we want to know under which conditions
on the corresponding complex structures J1 and J2 can we guarantee the existence
of a unitary operator U : H1 → H2 such that
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RJ1(φ̂(x)) = U−1RJ2(φ̂(x))U. (5.81)

It turns out that the existence of such an operator follows from the condition

∑
k

|βk |2 < ∞. (5.82)

Although we will not discuss it here, this is equivalent to a mathematical character-
ization in terms of Hilbert–Schmidt operators [9]. Instead, let us comment on the
physical interpretation of the condition. As can be easily checked, what (5.82) means
is that the expectation value of the number operator N̂ (2) with respect to the vacuum
|01〉 is finite (N̂k = Â†

k Âk):

∑
k

〈01|U−1 N̂ (2)
k U |01〉 =

∑
k

|βk |2 < ∞. (5.83)

Hence, the Fock vacuum corresponding to J1 looks as an excited state in the vacuum
corresponding to J2 (with a finite number of particles) if and only if

∑
k |βk |2 < ∞.

We therefore obtain a partition of the set of complex structures into equivalence
classes. How dowe select a preferred equivalence class?A physically well-motivated
answer to this question is given by the requirement of UV regularity [1, 5, 6, 10].
Generically, physical observables are constructed out of the basic quantum field
operator φ̂(x). But a composite field operator, like φ̂(x)2, leads to divergences, due to
the local character of the field operators. OnMinkowski space-time, the divergencies
of such a product are taken care of by introducing normal ordering. But in a general
curved space-time, this requires a regularization procedure and this, in turn, can
be well defined only if certain regularity conditions are demanded. Consider, for
instance, the two-point function

〈0J |φ(x1, η)φ(x2, η)|0J 〉 =
∫

d3k

(2π)3
eik·(x1−x2)|ek(η)|2, (5.84)

evaluated with respect to a given vacuum |0J 〉. Now we let x1 → x2. As is evident
from the above expression, a divergence will appear, but it is possible to demand
that this be a “controlled divergence” (UV regularity). There are several conditions
that can be imposed on the vacuum state and that guarantee such a behavior, like the
so-called Hadamard condition, adiabatic regularity. [1, 4, 10].

The imposition of UV regularity, then, serves a double purpose. First of all, for
states with this property it is possible to properly define fundamental physical objects
like the energy–momentum tensor T̂ab. On the other hand, it helps in selecting an
equivalence class, based on physical criteria.
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5.4.2 Inflation

In this last section, we will briefly discuss some of the main assumptions underlying
inflationarymodels, aswell as theway inwhich theory andobservation are connected.
We will emphasize those points that are most closely related to the subject of the
present notes.

Regarding inflation, the basic assumptions we make are the following:

1. Some time, soon after the big bang, the universe is well described by a FLRW
model satisfying Einstein’s equations, with a scalar field Φ in a suitable (very
shallow) potential V (Φ) (e.g., V (Φ) = 1

2μΦ2). Although it is possible to devise
models with several fields, here we will only consider the case of a single (scalar)
field.

2. The potential is to be chosen in such a way that, starting at a finite energy configu-
ration, the field induces a period of exponential expansion, while “slowly rolling
down the potential.” The slow-roll condition implies that the kinetic energy is
small compared with the potential energy. The reason why this works is the fol-
lowing. Consider the Friedmann equation (in the spatially flat case):

(
ȧ

a

)2

= 8πG

3
ρ. (5.85)

It is evident that, for ρ “almost” constant, we will have a solution of the form
a(t) = a(0) eHt , i.e., a period of exponential expansion which, if assumed, allows
us to solve at once three problems of the original big bang model, namely the
flatness problem, the horizon problem, and the monopole problem [11]. From the
explicit form of the energy-momentum tensor for the scalar field, one finds that the
slow-roll condition provides the required mechanism. It is therefore customary
to define the Hubble “parameter” H as the nearly constant (during slow-roll)
function

H := ȧ

a
. (5.86)

For H exactly constant, we have

ds2 = −dt2 + e2Htdx2 = 1

(Hη)2
(−dη2 + dx2). (5.87)

3. We first consider a homogeneous and isotropic universe model. Perturbations
leading to inhomogeneities are then introduced. A basic assumption of the theory
is that perturbations have their origin in quantum fluctuations due to the presence
of quantum fields. Mathematically (in linearized gravity), there will be three
modes: two tensor modes (τ (1) and τ (2), related to gravitational waves) and a
scalar mode (R, related to density fluctuations).
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4. For a de Sitter geometry, we have a “preferred” vacuum for the quantum field
φ̂(x), which is the Bunch–Davies vacuum |0BD〉. In this case, by requiring the
vacuum state to be invariant under the (de Sitter) isometry group, we fix the choice
of complex structure.

Based on these 4 assumptions, we want to make predictions on the behavior of
observables. The basic observable, called the power spectrum and denoted Pφ(k),
is defined (up to a delta distribution) as the Fourier transform of the 2-point function:

〈0BD|φ̂(k1, η)φ̂(k2, η)|0BD〉 = (2π)3δ(k1 + k2)2π
2Pφ(k). (5.88)

But we know, from direct calculation, that

〈0BD|φ̂(k1, η)φ̂(k2, η)|0BD〉 = (2π)3δ(k1 + k2)|ek(η)|2, (5.89)

from which

Pφ(k) = �k3

2π2
|ek(η)|2 (5.90)

follows. The next question is, then, what are the ek(η) for the Bunch–Davies vacuum?
The wave Eq. (5.75) in the free case takes the form

e′′
k + 2

a′

a
e′
k + k2ek = 0. (5.91)

Solving this equation with a(η) = −1/(Hη), we obtain:

S(1)
k (η) = e−ikη

√
2k

(
i H

k
− Hη

)
≡ ek(η), (5.92)

S(2)
k (η) = S

(1)
k (η). (5.93)

As the wavelength of the mode grows larger, it starts to “feel” the curvature. At the
end of inflation, the power spectrum becomes (k|η| � k)

Pφ(k) = �k3

2π2
|ek(η)|2 ≈ �H 2

4π2
. (5.94)

It is independent of k (scale invariant). But, what is the relation to the scalar and
tensor perturbations?We are assuming that the (quantum) fluctuations on the inflaton
field are responsible for the origin of structure in the universe. Therefore, all other
fluctuations should be related to those of the inflaton. As long as the inhomogeneities
produced by the quantum fluctuations remain “small,” we may assume that these
relations are of linear type. These relations are given in terms of transfer functions.
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For instance, for the scalar perturbation, we have

R̂(x) =
√

4πG

(Ḣ/H 2)
φ̂(x), (5.95)

where, going beyond the de Sitter approximation, we have H(t) = H0 + Ḣ t . If we
define the slow-roll parameters

ε = Ḣ

H 2
, δ = − Ḧ

2H Ḣ
, (5.96)

then we obtain (with |ηk | k = 1),

PR(k) = �4πG

ε

(
H(ηk)

2π

)2

, (5.97)

where ηk is the time at which the mode k exits the Hubble horizon during inflation.
Equation (5.97) is the expression for the power spectrum (PR) of the scalar

perturbations at the end of inflation. Note that, PR for a Fourier mode k depends
on the background evolution via the slow-roll parameter (ε) and the value of the
Hubble rate (H(ηk)) at time ηk , when the mode k exits the Hubble horizon during
inflation. That is, when the physical wavelength of the mode becomes equal to the
Hubble horizon during inflation. While ε can be taken to be constant up to first order,
the Hubble rate during inflation decreases slowly. Since the modes with higher k
exit the horizon at a later time, the amplitude of the power spectrum also decreases
with increasing k. As a result, the power spectrum has a nonzero slope which is
characterized by the spectral index ns defined in terms of the logarithmic derivative of
the natural logarithmof the power spectrum:ns − 1 = d log(PR)

d log(k) .Using this definition
and the expression of the slow-roll parameters, one can obtain: ns − 1 = −4ε + 4δ.
In the slow-roll approximation, i.e., assuming ε and δ are approximately constant
during inflation, inflation predicts a spectral index ns < 1. This deviation of the
power spectrum from the exact scale invariance and the form of the power spectrum
are robust predictions of the inflationary paradigm which have been tested with
observational data frommissions such asWMAPandPlanck. Similarly, inflation also
predicts tensor power spectrum with small deviation from the exact scale invariance,
which can again be obtained using the framework of linear quantum perturbations on
cosmological space-time described above. So far, the CMBmeasurements have only
been able to put an upper bound on the amplitude of the tensor perturbations. Several
future observational missions have been planned to measure tensor modes in the
CMB. Such a detection of tensor mode in the CMB would be a huge leap in favor of
the inflationary paradigm and can be used to select and/or reject various inflationary
models. This is a powerful example of how the abstract mathematical framework of
quantum fields in curved space-time can lead to concrete physical insight to the early
universe.
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Chapter 6
An Introduction to Pure Spinor
Superstring Theory

Nathan Berkovits and Humberto Gomez

Abstract In these lecture notes, we give an introduction to superstring theory. We
begin by studying the particle and superparticle in order to get a better understanding
on the superstring side. Afterward, we review the pure spinor formalism and end by
computing the scattering amplitude for three gravitons at tree level.

6.1 Introduction

For more than a decade, a manifestly super-Poincaré covariant formulation for the
superstring, known as the pure spinor formalism [1], has shown to be a powerful
framework in two branches. The first one is the computation of scattering amplitudes,
and the second one is the quantization of the superstring in curved backgrounds which
can include Ramond–Ramond flux. The strength of the pure spinor formalism resides
precisely in the fact that it can be quantized in a manifestly super-Poincaré manner,
so this covariance is not lost neither in the scattering amplitudes computation nor in
the quantization of the superstring in curved backgrounds.

One key ingredient in this formalism is a bosonic ghost λα , constrained to satisfy
Cartan’s pure spinor condition in 10 space-time dimensions [2]. The prescription for
computing multiloop amplitudes was given in [3], where as in the RNS formalism, it
was necessary to introduce picture changing operators (PCOs) in order to absorb the
zero modes of the pure spinor variables. Up to two loops, various amplitudes were
computed in [4]. Later on, by introducing a set of non-minimal variables λ̄α and rα ,
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an equivalent prescription for computing scattering amplitudes was formulated in [5,
6]. This last superstring description is known as the “non-minimal” pure spinor for-
malism, in order to distinguish it from the former “minimal” pure spinor formalism.
With the non-minimal formalism also were computed scattering amplitudes up to
three loops [7, 8]. Because of its topological nature, in the non-minimal version it is
not necessary to introduce PCOs. Nevertheless, it is necessary to use a regulator. The
drawback of having to introduce this regulator appears beyond three loops, since it
gets more complicated due to the divergences coming from the poles contribution of
the b-ghost [9].

In this short note, we give an introduction to superstring theory in the pure spinor
formalism. We are going to start with very general comments about the superparticle
in 10 dimensions.

6.2 Particle and Superparticle

We begin this note with a brief introduction to the relativistic point particle and
superparticle, please review the Refs. [10, 12, 13, 17, 18].

A relativistic particle is described by a point in a flat space-time1 (1,D − 1),
whose evolution over time is described by a curve (worldline) (Fig.6.1).

The simplest Poincaré and τ -reparameterization invariant action is proportional
to the worldline length

S = −M
∫

ds, (6.1)

where M is the mass of the particle. The “−” sign is introduced in order to guarantee
that theS functional is going to have a local minimum, i.e., a stable classical trajectory.
Let us recall that the space-time induces a metric on the worldline; thus, the ds line
element is just given by the square root of the induced metric

ds =
√

−ημνẊμẊν dτ. (6.2)

Since the worldline is a causal trajectory (see Fig. 6.2), i.e., the velocity vector (tan-
gent vector) is a timelike vector

ημνẊ
μẊν < 0, (6.3)

one must introduce the “−” sign into the square root so as to obtain a positive number.
Nevertheless, although the action in (6.1) seems simple, it is too hard to quantize

because we do not know how to perform a path integral with a square root. In
addition, this action only describes massive particles, so to compute scattering of

1The notation (1,D − 1) means the metric of the space-time is given by ημν =
diag(−,+,+, · · · ,+).
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Xμ

τ

World Line

Fig. 6.1 Point particle evolving over time. The worldline is parameterized by τ , and the Xμ =
(X0,Xi) = (t, r→) are the space-time coordinates

Fig. 6.2 Causal trajectory

r

t2 r 2= t

Worldline

( )
Light−Cone

photons, gluons, or gravitons we need to modify it. In order to solve these problems,
the following first-order action can be proposed

S = −
∫

dτ
[
PμẊμ + e

2
(PμPμ + M2)

]
. (6.4)

This action is classically equivalent to (6.1), i.e., using the Pμ equations of motion.
Furthermore, it supports massless particles and its quantization is easier than (6.1).

Note that (6.4) is invariant, up to total derivative, by the local (gauge) transfor-
mation

δPμ = ξ Ṗμ, δXμ = ξ Ẋμ, δe = ξ ė + ξ̇ e , (6.5)
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where ξ = ξ(τ ) is a local parameter. Using this gauge symmetry, one can fix the
Lagrange multiplier, “e,” and perform a BRST quantization. Nevertheless, from (6.5)
it is clear that the e field is a 1-form on the worldline, i.e., e ∈ H1

dR(C), where C is the
worldline andH1

dR(C) is the first de-Rham cohomology group overC [15]. Therefore,
the choice of the gauge fixing depends on the worldline topology. Since here we are
not focused on this issue, for more details see [15].

6.2.1 Brink–Schwarz Superparticle

As the main topic of this note is to give an introduction to superstring theory, we
will center in a space-time of 10 dimensions. So, we begin with a superparticle in 10
dimensions. The main references for this section are [12, 17, 18].

Brink–Schwarz Superparticle

The Brink–Schwarz(BS) action for the 10-dimensional (massless) superparticle is
given by

S =
∫

dτ
(
	μ Pμ + e Pμ Pμ

)
, (6.6)

with

	μ := Ẋμ − 1

2
θ̇ αγ

μ
αβθβ, μ = 0, . . . , 9, α, β = 1, . . . 16,

where Pμ is the canonical momentum of Xμ, e is the Lagrange multiplier to impose
the massless condition, P2 = 0, and θα is a Grassmann or fermionic coordinate,2 i.e.,
θαθβ = −θβθα . The gamma matrices, γ μ

αβ and γ αβ
μ , are 16 × 16 symmetric matrices

which satisfy the Clifford algebra, (γ μ)αβ(γ ν)βρ + (γ ν)αβ(γ μ)βρ = 2ημνδρ
α . In the

Weyl representation, (γ μ)αβ and (γ μ)αβ are the off-diagonal blocks of the 32 × 32
Dirac γ μ matrices, i.e.,

γ μ =
(

0 (γ μ)αβ

(γ μ)αβ 0

)
, where {γ μ, γ ν} = 2ημν. (6.7)

Besides being invariant by reparameterization

δPμ = ξ Ṗμ, δXμ = ξ Ẋμ, δθα = ξ θ̇α, δe = ξ ė + ξ̇ e , (6.8)

the BS action is invariant under the global transformation

δθα = εα, δXμ = 1

2
θαγ

μ
αβεβ, δPμ = δe = 0, (6.9)

2α is a (Weyl) spinorial index. When the space-time has D-dimensions, where D is an even integer

number, then a Weyl spinor has 2
D
2 −1 components.
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where εα is a constant Grassmann parameter. Using Noether’s theorem, this global
symmetry is generated by the charge

Qα := pα − 1

2
γ

μ
αβθβPμ, (6.10)

where

pα := ∂L

∂θ̇α
= −1

2
γ

μ
αβθβPμ, (6.11)

is the canonical momentum of θα , namely3 {pβ, θα}PB = −iδα
β . It is simple to check

{Qα,Qβ} = iγ μ
αβPμ. (6.12)

The charge Qα is known as the supercharge, and the transformations in (6.9) are the
supersymmetry transformations.

The BS action is also invariant under the local transformation

δθα = Pμγ αβ
μ κβ, δXμ = −1

2
θαγ

μ
αβδθβ, δPμ = 0, δe = θ̇ ακα, (6.13)

where κα = κα(τ ) is a local Grassmann parameter. This local symmetry is known as
the Kappa symmetry. This symmetry is going to be used to perform the light-cone
gauge.

From the canonical momentum pα obtained in (6.11), we obtain a constraint
system given by the conditions

dα := pα + 1

2
γ

μ
αβθβPμ = 0. (6.14)

The algebra of these constraints is given by

{dα, dβ}PB = −iγ μ
αβPμ. (6.15)

Because P2 = 0, then one has 8 first-class constraints and eight second-class con-
straints. To see this, we choose a frame where Pμ = (E, 0, . . . ,E), and later, we
define the light-cone coordinates and γ−matrices as

X± = 1√
2
(X0 ± X9), P± = 1√

2
(P0 ± P9), γ ± = 1√

2
(γ 0 ± γ 9). (6.16)

3PB means Poisson bracket. Let us remember that when the two variables are Grassmann numbers,
then this commutator becomes an anticommutator, “− → +.”
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It is clear that P− = 0; therefore, the algebra in (6.15) becomes

{dα, dβ}PB = −iγ −
αβP

+ ∝
(
18×8 08×8

08×8 08×8

)
. (6.17)

Gauge Fixing

Let us recall that to quantize a theory with second-class constraints the Poisson
bracket must be replaced by the Dirac bracket, which is defined as

{A,B}DB := {A,B}PB − {A, φi}PB C−1
ij {φj,B}PB, (6.18)

where φi’s are the second-class constraints and C−1
ij is the inverse matrix of the

second-class constraints algebra, Cij := {φi, φj}PB.
For the BS superparticle, it is not possible to separate, in a Lorentz covariant way,

the first- and second-class constraints, in order to obtain the Cij matrix. However, as
shown in (6.17), there is a frame where the first- and second-class constraints are
disjoint, which is known as the light-cone gauge.

To be more precise, the light-cone gauge consists in choosing a θα field such that
(γ +θ)α = 0, which is possible by the Kappa symmetry. Since P− = 0 and Pi = 0,
i = 1, ..., 8, on the frame Pμ = (E, 0, ...,E), one can fix κβ = 1

2P+ (γ +θ)β . Using
the κ transformation given in (6.13), it is straightforward to check

θ ′α = θα + δθα = −1

2
(γ +γ −θ)α, (6.19)

where we have used {γ +, γ −} = −1. So, it is clear that (γ +θ ′)α = 0. In this gauge,
the BS action becomes

S =
∫

dτ
(
	μ Pμ + e Pμ Pμ

)

=
∫

dτ

[
Ẋμ Pμ − 1

2
(−θ̇γ +θP− − θ̇γ −θP+ + θ̇γ iθPi) + e Pμ Pμ

]

=
∫

dτ

(
Ẋμ Pμ − 1

2
ṠaSa + e Pμ Pμ

)
, a = 1, ..., 8, (6.20)

where we have utilized θ̇γ +θ = θ̇γ iθ = 0 and defined Sa = 21/4
√
P+θa. It is useful

to remember that a Weyl spinor in a 10-dimensional space-time can be decomposed
in two Weyl spinors in a eight-dimensional space-time, namely

θα =
(

θa

θ ȧ

)
, a, ȧ = 1, 2, ..., 8. (6.21)
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In addition, there is a representation where the γ −
αβ matrix looks

γ −
αβ = −√

2

(
18×8 08×8

08×8 08×8

)
, (6.22)

hence4 1
2 θ̇γ −θP+ = − 1

2 ṠaSa.
The BS action in the light-cone gauge is more friendly than the original one, but we

have lost the Lorentz covariance since an action with eight-dimensional space-time
spinor fields.

Quantization

From the BS action in (6.20), the canonical momentum of Sa, i.e., {pa, Sb}PB = −δab,
is given by

pa := ∂L

∂ Ṡa
= −1

2
Sa; (6.23)

therefore, there are eight constraints, da = pa + 1
2Sa = 0. The algebra of these con-

straints is straightforward to compute

{da, db}PB = −δab, (6.24)

which implies that these constraints are of second class. Thus, using Dirac’s method
(see (6.18)), we get the anticommutator

{Sa, Sb}DB = {Sa, Sb}PB − {Sa, dc}PB {dc, de}−1
PB {de, Sb}PB

= 0 − (−δac)(−δce)(−δeb) (6.25)

= δab,

which is the Clifford algebra. A representation of this algebra gives us the quantum
states of the theory.

In order to build a representation of (6.25), it is convenient to keep in mind the
SO(8) Pauli matrices,5 which satisfy

S
i
aȧS

j
ȧb + S

j
aȧS

i
ȧb = 2δabδ

ij, i, j, a, ȧ, b = 1, ..., 8, (6.26)

where i, j are vector indices (space-time) anda, b, ȧ are spinor indices.6 Following the
Pauli matrices properties, we can represent the algebra in (6.25) using the definitions

4The 8-dimensional space-time spinor metric is just the identity, Sa = δabSb.
5SO(8) means special orthogonal group in 8-dimensional space-time.
6The a label is known as a chiral index and ȧ as an antichiral.
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Sa|ȧ〉 = 1√
2
S
j
aȧ|j〉, (6.27)

Sa|i〉 = 1√
2
S
i
aḃ

|ḃ〉. (6.28)

Clearly, {Sa, Sb}|ȧ〉 = δab|ȧ〉 and {Sa, Sb}|i〉 = δab|i〉; therefore, the physical spectrum
is a SO(8) vector, given by |i〉, and a SO(8) antichiral spinor, given by |ȧ〉, which are
massless by the equation of motion, P2 = 0. This is the same spectrum of D = 10
super-Yang-Mills (SYM), eight degree of freedom (d.o.f) for the gluon and eight
d.o.f for the gluino.

6.2.2 Pure Spinor Superparticle

This section is based on the Refs. [12, 13].
As shown above, the BS action is read as

S =
∫

dτ

(
Ẋμ Pμ − 1

2
ṠaSa + e Pμ Pμ

)
, (6.29)

in the light-cone gauge. Nevertheless, we can think that this action comes from
a bigger theory, different from the one given in (6.6), such that after fixing the
symmetries, one obtains (6.29).

Let us consider the following action

S =
∫

dτ

(
Ẋμ Pμ − 1

2
ṠaSa + e Pμ Pμ + θ̇ αpα + f α d̂α

)
, (6.30)

where (θa, pa) are independent fermionic fields,7 f α is a fermionic Lagrange multi-
plier, and d̂α are the fermionic constraints8

d̂α := dα + 1√
P+Pμ(γ μγ +S)α, with dα := pα + 1

2
Pμ(γ μθ)α. (6.32)

From the algebra {Sa, Sb} = iδab and {dα, dβ} = −iPμγ
μ
αβ , it is not hard to check

{d̂α, d̂β} = − i

2P+P2(γ +)αβ, (6.33)

7The θα field is not related to Sa as in (6.20).
8It is useful to recall the notation

(γ +)βρSρ = √
2

(
18×8 08×8

08×8 08×8

) (
Sa

0

)
= (γ +)βaSa (6.31)

.
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where the identities, (γ +)δa(γ +)Sa = √
2 (γ +)δS and {γ μ, γ ν}βα = 2ημνδβ

α , have
been used. Clearly, the d̂αs are first-class constraints, which generate a gauge sym-
metry. Using this gauge symmetry, one can fix θα = 0, and so (6.30) becomes the
BS action. But the idea is to use the BRST method to quantize this new action (for
details of the BRST quantization in superstring theory, one can review the Ref. [10]).

From the BRST method, we know that for each gauge symmetry there are ghost
and antighost fields with inverse statistics. For example, using the reparameterization
gauge symmetry we can fix e = 1/2, so

Gauge fixing Fermionic − (ghost, antighost) First − class constraint

e = 1
2 (c, b) P2 = 0.

(6.34)

So, using the gauge symmetry generated by the first-class constraints, d̂α ≈ 0, we
can fix

Gauge Fixing Bosonic − (ghost, antighost) First − class constraint

f α = 0 (λ̂α, ω̂α) d̂α = 0,
(6.35)

and the action in (6.30) becomes

S =
∫

dτ

(
Ẋμ Pμ − 1

2
ṠaSa − 1

2
Pμ Pμ + θ̇ αpα + ċ b + ˙̂

λαω̂α

)
. (6.36)

After fixing the local symmetries and introducing the ghost fields, the gauge sym-
metries turn into global symmetries; thus, using Noether’s procedure one can obtain
the conserved charge. That charge is known as the BRST charge, which is denoted
by Q, and in general, it can be written as the ghost field times its corresponding
constraint (it is a fermionic charge). In addition, that charge must be nilpotent, i.e.,
{Q,Q} = Q2 = 0. Therefore, following those ideas one may suspect that the charge
should have the form

Q̂ = λ̂α d̂α + cP2, (6.37)

but this charge is not nilpotent, Q̂2 = − i
2P+ P2(λ̂γ +λ̂). In order to realize a nilpotent

BRST charge, we must add the term

Q̂ = λ̂α d̂α + cP2 + i

4P+ b(λ̂γ +λ̂), (6.38)

which, in fact, arises naturally from Noether’s method.

Pure Spinor Condition

Since the BRST charge is nilpotent, Q2 = 0, one can wonder about its cohomology
[15], i.e., the coset space defined as
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H(Q) := KerQ/ImQ (6.39)

where

KerQ := {Ψ ∈ C∞ : QΨ = 0}, ImQ := {Ψ ∈ C∞ : Ψ = Q�}. (6.40)

Clearly, ImQ ⊂ KerQ.
In the BRST language, the physical states are defined as the states which are in

the BRST cohomology, i.e.,

H(Q) = Physical states. (6.41)

So, to compute the physical states of the action in (6.36), we must find the Q̂ coho-
mology of the operator in (6.38). But, furthermore to being a complicated operator,
it is not Lorentz covariant. In [12], it was shown that the Q̂−cohomology is actually
equivalent to the cohomology of the simple operator

Q = λαdα, (6.42)

which is independent of {Sa, c}. Thus, the action in (6.36) can be modified to the new
and simpler action

SPS =
∫

dτ

(
Ẋμ Pμ − 1

2
Pμ Pμ + θ̇ αpα + λ̇αωα

)
. (6.43)

As dα is not a really first-class constraint, {da, db} = −iPμγ
μ
αβ , the BRST charge in

(6.42) is nilpotent if and only if the λα field satisfies the condition

1

2
Q2 = {Q,Q} = −iPμ(λγ μλ) ⇒ (λγ μλ) = 0, μ = 0, . . . , 9. (6.44)

This condition is known as the pure spinor condition for spinors in 10 dimensions.
This condition implies that λα is a complex spinor. For example, let us consider
μ = 0, i.e.,

(λγ 0λ) = −[(λ1)2 + (λ1)2 + · · · + (λ16)2] = 0, (6.45)

thus, in order to obtain a non-trivial solutions λα must be a complex spinor.9

In addition, the pure spinor action given in (6.43) is invariant under the global
transformation

λα → eizλα, ωα → e−izωα. (6.47)

9We have used a representation of the Dirac matrices where

γ 0
αβ = −

(
18×8 08×8

08×8 18×8

)
. (6.46)

.
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By Noether’s procedure, the conserved charge is

J := λαwα, (6.48)

which is known as the ghost number. Clearly, λα and Q have ghost number 1, and
ωα has ghost number −1.

Quantization

In order to find the Q−cohomology, it is useful to write the dα constraint as an
operator. From the canonical momentum representation, pα → ∂

∂θα and Pμ → ∂
∂Xμ ,

we map the dα constraint to the operator

dα = pα + 1

2
Pμ(γ μθ)α → Dα = ∂

∂θα
+ 1

2
(γ μθ)α

∂

∂Xμ
. (6.49)

The Dα operator is known as the super-covariant derivative, and its algebra is just
given by {Dα,Dβ} = −iγ μ

αβ
∂

∂Xμ .
Now, we write the most general super-Poincaré covariant wavefunction that can

be constructed from (Xμ, θα, λα)

Ψ (X, θ, λ) = C(X, θ) + λαAα(X, θ) + (λγ μ1,...,μ5λ)A∗
μ1,...,μ5

(X, θ)

+ λαλβλγC∗
αβγ (X, θ) + · · · , (6.50)

where we have expanded around the bosonic variable, λα . The terms in · · · include
superfields with more than three powers of λα (ghost number greater than 3), which
are in the trivial cohomology.

For example,QΨ = −iλαDαC − iλαλβDαAβ + ..., soQΨ = 0 implies thatAα(x, θ)

satisfies the equation of motion λαλβDαAβ = 0. But since λαλβ are pure spinors (see
appendix), they are proportional to

(λγ μ1μ2μ3μ4μ5λ)γ αβ
μ1μ2μ3μ4μ5

,

this implies that Dγ μ1μ2μ3μ4μ5A = 0, which is the linearized version of the super-
Yang-Mills equation of motion. Furthermore, if one defines the gauge parameter
by � = i� + λαωα + ..., the gauge transformation δΨ = Q� implies δAα = Dα�

which is the linearized super-Yang-Mills gauge transformation.
So, Aα(X, θ) contains the on-shell super-Yang-Mills gluon and gluino, aμ(X) and

χα(X), which satisfy the linearized equations of motion and gauge invariances

∂μ∂[μaν] = γ
μ
αβ∂μχβ = 0, δaμ = ∂μs.

Since gauge invariances of antifields correspond to equations of motion of fields, one
expects to have antifields a∗μ(x) and χ∗

α(x) in the cohomology of Q which satisfy
the linearized equations of motion and gauge invariances
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∂μa
∗μ = 0, δa∗μ = ∂ν(∂

νsμ − ∂μsν), δχ∗
α = γ

μ
αβ∂μκβ, (6.51)

where sμ and κβ are gauge parameters. Indeed, these antifields a∗μ and χ∗
α appear

in components of the ghost number +2 superfield A∗
μ1μ2μ3μ4μ5

of (6.50). Using
QΨ = 0 and δΨ = Q�, A∗

μ1μ2μ3μ4μ5
satisfies the linearized equation of motion

λα(λγ μ1μ2μ3μ4μ5λ)DαA∗
μ1μ2μ3μ4μ5

= 0 with the linearized gauge invariance
δA∗

μ1μ2μ3μ4μ5
= γ αβ

μ1μ2μ3μ4μ5
Dαωβ . Expanding ωα andA∗

μ1μ2μ3μ4μ5
in components, one

learns that A∗
μ1μ2μ3μ4μ5

can be gauged to the form

A∗
μ1μ2μ3μ4μ5

=
= (θγ[μ1μ2μ3θ)(θγμ4μ5])

αχ∗
α(x) + (θγ[μ1μ2μ3θ)(θγμ4μ5]sθ)a∗s(x) + · · · (6.52)

where χ∗
α and a∗s satisfy the equations of motion and residual gauge invariances of

(6.51), and “· · · ” involves terms higher order in θα which depend on derivatives of
χ∗

α and a∗s.
In addition to these fields and antifields, one also expects to find the Yang-Mills

ghost c(X) and antighost c∗(X) in the cohomology of Q. The ghost c(x) is found in
the θ = 0 component of the ghost number 0 superfield,

C(X, θ) = c(X) + · · · ,

and the antighost c∗(x) is found in the (θ)5 component of the ghost number +3
superfield,

C∗
αβγ (X, θ) = · · · + c∗(X)(γ μ1θ)α(γ μ2θ)β(γ μ3θ)γ (θγμ1μ2μ3θ) + · · ·

It was proven in [13] that the above states are the only states in the cohomology of
Q, and therefore, although Ψ of (6.50) contains superfields of arbitrarily high ghost
number, only superfields with ghost number between 0 and 3 contain states in the
cohomology of Q.

The linearized equations of motion and gauge invariancesQΨ = 0 and δΨ = Q�

are easily generalized to the nonlinear equations of motion and gauge invariances

QΨ + gΨ Ψ = 0, δΨ = Q� + g[Ψ,�], (6.53)

where Ψ and � transform in the adjoint representation of the gauge group. For the
superfield Aα(X, θ), (6.53) implies the super-Yang-Mills equations of motion and
gauge transformations. Furthermore, the equation of motion and gauge transforma-
tion of (6.53) can be obtained from the space-time action10

S = Tr
∫

d10X 〈1

2
ΨQΨ + g

3
Ψ Ψ Ψ 〉, (6.54)

10This space-time action was first proposed by Edward Witten [19].
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using the normalization (measure) definition11 that

〈(λγ μ1θ)(λγ μ2θ)(λγ μ3θ)(θγμ1μ2μ3θ)〉 = 1. (6.55)

Although (6.55) may seem strange, it is the only one scalar in the Q− cohomology
with ghost number 3. This measure becomes important in the superstring scattering
amplitudes context. After expressing (6.54) in terms of component fields and inte-
grating out auxiliary fields, it is possible to show that (6.54) reduces to the standard
Batalin–Vilkovisky action for super-Yang-Mills,

S = Tr
∫

d10X(
1

4
fμν f

μν + χαγ
μ
αβ(∂μχβ + ig[aμ, χβ]) (6.56)

+ ia∗μ(∂μc + ig[aμ, c]) − gχ∗
α {χα, c} − gccc∗). (6.57)

6.3 Pure Spinor Superstring

In this section, we give an introduction to superstring theory using the pure spinor
formalism. Our main objective is to compute, explicitly, the scattering amplitude of
gravitons for three points at tree level. This section is based from the Refs. [1, 11,
12, 16].

6.3.1 General Issues

From the superparticle pure spinor action found in (6.30), one may integrate out the
Pμ field, so the pure spinor superparticle action becomes

SPS =
∫

dτ

(
1

2
Ẋμ Ẋμ + θ̇ αpα + λ̇αωα

)
, (6.58)

and the BRST charge stays the same.
The most natural and simplest generalization from superparticle to superstring is

just to consider a surface instead of worldline curve, i.e.,

(τ ) → (z, z̄), (6.59)

{X(τ ), θ(τ ), p(τ ), λ(τ ), ω(τ)} → {X(z, z̄), θ(z, z̄), p(z, z̄), λ(z, z̄), ω(z, z̄)},

11This definition will become clear in the following section.
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and the pure spinor superstring action becomes

SPS = 1

2πα′

∫
d2z

(
1

2
∂Xμ ∂̄Xμ +pα∂̄θα +ωα∂̄λα + p̂α∂θ̂α + ω̂α∂λ̂α

)
, (6.60)

where we have denoted d2z = dz dz̄, ∂ = ∂z, ∂̄ = ∂z̄ and we introduced the global
factor 1

2πα′ , which is the string tension. Furthermore, λα and λ̂α are pure spinors,

(λγ μλ) = (λ̂γ μλ̂) = 0.
Clearly, the complex coordinates parameterize the surface or worldsheet, which

is always possible locally. We have also introduced more fields (the hat fields), in
order to obtain a real action. Nevertheless, the fermion spinors, (pa, θα) and (p̂a, θ̂α),
and the bosonic ones, (λa, ωα) and (λ̂a, ω̂α), may have different chirality, which will
define the type of the string. In addition, since the fields are on a surface, they can
have different boundary conditions. The boundary conditions depend on whether the
surface is open or closed.

For the open string, the boundary conditions are given by12

∂Xμ = ∂̄Xμ

θα(z) = θ̂ α(z̄)

pα(z) = p̂α(z̄), when z = z̄. (6.61)

λα(z) = λ̂α(z̄)

ωα(z) = ω̂α(z̄)

It is useful to remember that the equations of motion of the pure spinor superstring
action are

∂∂̄Xμ = 0,

∂̄θα = ∂̄pα = ∂̄λα = ∂̄ωα = 0, (6.62)

∂θ̂α = ∂ p̂α = ∂λ̂α = ∂ω̂α = 0.

Therefore, the holomorphic fields, {θα, pα, λα, ωα}, are known as the left sector and
the antiholomorphic fields, {θ̂ α, p̂α, λ̂α, ω̂α}, are the right sector.

The boundary conditions of the closed string are just given by the periodicity, for
example,

∂̄Xμ(z + 2π) = ∂̄Xμ(z), θα(z + 2π) = θα(z), λα(z + 2π) = λα(z), . . . (6.63)

12In the open string, in order to preserve the supersymmetry, it is necessary that the spinors have
the same chirality. This string is known as Type I.
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In the closed string, when the fields, {θα, pα, λα, ωα} and {θ̂ α, p̂α, λ̂α, ω̂α}, have the
same chirality, it is called string type IIB. When the fields, {θα, pα, λα, ωα} and
{θ̂α, p̂α, λ̂α, ω̂α}, have the opposite chirality, and then, this string is called string
type IIA.

The BRST charge looks very similar to the one found in the superparticle

Q :=
∫

dz (λαdα), Q̄ :=
∫

dz̄ (λ̂α d̂α). (6.64)

We have now two BRST charges, holomorphic and antiholomorphic, which are
independent in the closed string. The dα(d̂α) constraint is little different than the one
obtained in superparticle, which is written as

dα := pα − 1

2
(γ μθ)α∂Xμ − 1

8
(γ μθ)α(θγμ∂θ), (6.65)

and its algebra is {dα, dβ} = −γ
μ
αβ	μ, where 	μ = ∂Xμ + 1

2 (θγμ∂θ) is known as
the supersymmetric momentum.13 This constraint arises naturally from the Green-
Schwarz action for superstring, but we will not consider it here.14

6.3.2 Some Symmetries

It is very useful to remember that in the superparticle case we had gauged the repa-
rameterization invariance by fixing e = −1/2. On the worldline, the e-field is inter-
preted as its metric. Therefore, on the string side the generalization of the e-field
is the two-dimensional metric, gab, a, b = 1, 2, but in the superstring pure spinor
action it is not very well understood. In addition, the action in (6.60) has the remnant
symmetry which is known as conformal symmetry (holomorphic transformations)

z → z′ = z′(z), Holomorphic transformation. (6.66)

Since the fields, (Xμ, θα, λα), are scalars on the worldsheet and (pα, ωα) are (1, 0)

differential forms, the current conserved is

T(z) = −1

2
∂Xμ∂Xμ − pα∂θα + ωα∂λα, (6.67)

that is known as the holomorphic stress tensor. Its antiholomorphic counterpart is
just given by the fields with hat.

13The definition of d̂α is d̂α := p̂α − 1
2 (γ μθ̂)α∂̄Xμ − 1

8 (γ μθ̂)α(θ̂γμ∂̄θ̂ ).
14In the rest of the document, we only work with the left sector.
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The pure spinor superstring action has also the global symmetries

space − timesupersymmetry ghost − number

δλα = δωα = 0 δλα = eiαλα

δXμ = 1
2 (εγ μθ) δωα = e−iαωα

δθα = εα δXμ = 0
δpα = − 1

2 (εγ μ)α∂Xμ + 1
8 (εγ μθ)(∂θγμ)α δθα = δpα = 0

(6.68)

These symmetries give us the charges

qα = −
∫

dz

(
pα + 1

2
(εγ μ)α∂Xμ + 1

24
(θγ μ∂θ)(θγμ)α

)
, Supercharge

(6.69)

G =
∫

dzJ(z) =
∫

dz (λαωα), Ghost − number. (6.70)

Poincaré invariance, which can be written as

X ′μ = �μ
ν X

ν + aμ, (6.71)

θ ′α = 1

4
�μν(γ

μνθ)α, p′
α = 1

4
�μν(γ

μνp)α, (6.72)

λ′α = 1

4
�μν(γ

μνλ)α, ω′
α = 1

4
�μν(γ

μνω)α, (6.73)

where �μν = −�νμ, it is generated by the currents

Pμ = ∂Xμ, Lμν = Xμ∂Xν − Xν∂Xμ, (6.74)

�μν = 1

2
(pγ μνθ) (6.75)

Nμν = 1

2
(ωγ μνλ). (6.76)

Finally, the pure spinor action in (6.60) has an extra local symmetry as a conse-
quence of the pure spinor constraint, (λγ μλ) = 0, which is given by

δωα = �μ(γ μλ)α. (6.77)

The pure spinor constraint implies that the number of degrees of freedom of λα is
just 11 (see Appendix 6.4); in addition, using the local symmetry in (6.77) one can
fix 5 of the 16 components of ωα . Hence, the number of degrees of freedom of λα

and ωβ is the same, 11.
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6.3.3 OPEs and Anomaly

In two-dimensional theories, particularly in conformal theories, one often has to
compute the operator product expansion (OPE) among different physical operators.
The OPE gives us much information about the theory, such as the topology of the
target space, anomalies, symmetries, and amplitudes. For this section, one can review
[1, 3, 6, 20].

Roughly speaking, the OPEs are defined just as the correlation function between
operators. In addition, as it is well known from quantum field theory, a correlation
function is just a Green function of some operator. For example, from the pure spinor
action, it is simple to see that the correlation function among Xμ with itself is just
the Green function of Laplace the operator ∂∂̄ , namely (on the sphere)

〈Xμ(z)Xν(y)〉 := Xμ(z)Xν(y) = −ημν

2
ln|z − y|2 + reg, (6.78)

where “reg” means regular terms in (z − y). In the similar way, OPEs among the
others fields are

pα(z)θβ(y) = δβ
α

z − y
+ reg, (6.79)

ωα(z)λβ(y) = δβ
α

z − y
+ correction from the pure spinor condition

z − y
+ reg, (6.80)

where the correction from the pure spinor condition is a little complicated and for
more details see [1].

Using the previous fundamental OPEs and applying the Wick theorem, we can
compute the OPEs among the different currents. For instance, let us consider the
followings two OPEs

T(z)T(y) = 2

(z − y)2
T(y) + 1

(z − y)
∂T(y) + reg (6.81)

T(z)J(y) = 8

(z − y)3
+ 1

(z − y)2
J(y) + 1

(z − y)
∂J(y). (6.82)

The first one means that the pure spinor formalism is free of conformal anomaly.
In general, the OPE among the stress tensor with itself is given by

T(z)T(y) = c

2 (z − y)4
+ 2

(z − y)2
T(y) + 1

(z − y)
∂T(y) + reg. (6.83)

The first term is the anomalous term, and the “c” constant is known as the central
charge. Theories with nonzero central charge have a conformal anomaly, i.e., at
quantum level the conformal symmetry in these theories is broken. Furthermore, since
the stress tensor is the generator of the conformal transformation, the quadratic pole
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of the OPE with T(z) gives the conformal weight, namely how the field transforms
under a conformal transformation. Clearly, T(z) = Tzz(z) has conformal weight 2,
to wit T ′(z′) = (pz′z)2T(z).

From the second OPE in (6.82), one can see that the ghost current has conformal
weight 1, as it was expected that λα is a worldsheet scalar and ωα is an holomorphic
form; in addition, this current has an anomaly given by the number 8 in the cubic
pole. As J(z) just depends on the pure spinor and its conjugate momentum, then
this anomaly gives us topological properties of the pure spinor space. Since that the
pure spinor action is invariant under the ghost number transformation (see (6.68)),
this implies that the anomaly is presented in the integration measure of the path
integral, i.e.,

[Dλ][Dω] → ghost number 8. (6.84)

The ω field, which is a differential form over the worldsheet, can be expanded as
a linear combination of the eigenfunctions of the operator ∂̄ , namely

ωβ =
∑
i

ωi
β fi(z, z̄), where ∂̄ fi(z, z̄) = γifi(z, z̄). (6.85)

Let us recall that on the sphere there are no global holomorphic forms, so there is no
an eigenfunction with eigenvalue zero, γi �= 0. The eigenfunctions with eigenvalue
zero are called the zero modes, so the ωα field does not have zero modes on the sphere
and the measure [Dω] reads

[Dω] =
∏
i=1

[dωi
β], (6.86)

where [dωi
β] is the ωβ measure over the phase space (λα, ωβ). Now, as the λα is a

scalar field over the worldsheet, then it can be expanded as a linear combination of
the eigenfunctions of the operator ∂̄∂ , i.e.,

λα =
∑
i

λα
i hi(z, z̄), where ∂̄∂ hi(z, z̄) = ρi hi(z, z̄). (6.87)

Clearly, the fi(z, z̄) functions are related to the hi(z, z̄) by, fi(z, z̄) = ∂ hi(z, z̄). Never-
theless, the operator ∂̄∂ has zero modes on the sphere, so the measure [Dλ] becomes

[Dλ] = [dλα
0 ]

∏
i=1

[dλα
i ], (6.88)

where [dλα
i ] is the holomorphic measure of the pure spinor space. Therefore, the

total measure can be written as

[Dλ][Dω] = [dλα
0 ]

∏
i=1

[dλα
i ] [dωi

β]. (6.89)
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Since λα has ghost number 1 and ωβ has ghost number −1, the measure
∏

i=1[dλα
i ][dωi

β] has ghost number 0; thus, we conclude that the ghost number anomaly is just
given by the measure of the zero modes

[dλα
0 ] → ghost number 8. (6.90)

In order to compute scattering amplitudes, we must build a top holomorphic form,
[dλα

0 ], to wit a 11−form, with ghost number 8. This top holomorphic form can be
written in the following covariant way15

[dλα](λγ μ1)α1(λγ μ2)α2(λγ μ3)α3(γμ1μ2μ3)α4α5 = εα1...α5β1...β11dλβ1 ∧ · · · ∧ dλβ11 ,

(6.91)

where εα1...α5β1...β11 is the 16-dimensional totally antisymmetric tensor (Levi-Civita
symbol) and we have removed the zero modes subindex “0.” Using the pure spinor
constraint and the γ−matrices algebra, it is not hard to check that, in fact, the
term (λγ μ1)α1(λγ μ2)α2(λγ μ3)α3(γμ1μ2μ3)α4α5 is totally antisymmetric in the spinorial
labels. Clearly, the left side and right side of the equality in (6.91) have ghost number
11, and the term on the left hand is the same one which appears in (6.55).

6.3.4 Massless States

In order to give a prescription to compute scattering amplitudes in the pure spinor
formalism, it is needed to introduce the vertex operators, namely to find the BRST
cohomology. This section is going to be brief due to the long computations to check
the results, for more details review [1, 12, 14, 16]

The physical states in the pure spinor formalism are defined as ghost number 1
states in the BRST cohomology of Q = ∫

dz(λαdα). In addition, since we are just
interested in massless states, they must have conformal weight zero by the relation
(mass)2 = k2 = n

2 , where n is the conformal weight and kμ is the momentum vector.
So, the most general massless operator at ghost number 0 is

V (z) = λαAα(X, θ). (6.92)

which is known as the unintegrated vertex operator. From the BRST cohomology
condition, Q V = 0, one obtains the constraint

(γμ1μ2μ3μ4μ5)
αβDαAβ = 0,

which is the equation of motion for the spinor prepotential of super-Yang-Mills.
Furthermore, the gauge transformation

15It is useful to see the Appendix.
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δV = Q�(X, θ) = λαDα�(X, θ),

reproduces the usual super-Yang-Mills gauge transformation δAα = Dα�(X, θ),
where �(X, θ) is a generic scalar superfield. So, the ghost number 1 cohomology of
Q for the massless sector reproduces the desired super-Yang-Mills spectrum.

It is possible to show there is a gauge such that

Aα(X, θ) = (6.93)

= 1

2
aμ(X)(γ μθ)α − 1

3
(ξ(X)γμθ)(γ μθ)α − 1

16
∂[μaν](θγ δμνθ)(γδθ)α + . . .

where aμ(X) = eμ eik·X and ξα(X) = χα eik·X are the gluon and gluino fields of the
SYM theory; eμ and χα are the polarization vectors; and “[μ, ν]” is the antisym-
metrization of the indices.

The unintegrated vertex operators are needed to fix the global symmetry over
the Riemann surface. For example, on the sphere (tree-level amplitude) the global
symmetry group is PSL(2,C), which has three generators. So, in order to fix this
global symmetry, one must use three unintegrated vertex operators in the scattering
amplitudes prescription, which can be fixed at any point. The other vertex operators in
the scattering amplitudes prescription are integrated vertex operators. The integrated
vertex operator, which we will call as U (z), associated with the unintegrated vertex
operator V is defined to satisfy

QU (z) = ∂z V (z). (6.94)

Note that, Q(
∫
U (z)) = 0. From this definition, one can check that the integrated

vertex operator associated with V (z) = λα Aα(X, θ) is

U (z) = ∂zθ
αAα(X, θ) + 	μBμ(X, θ) + dαW

α(X, θ) + 1

2
NμνF

μν(X, θ) (6.95)

where the superfields, {Bμ(X, θ),W α(X, θ),Fμν(X, θ)}, satisfy the constraints

DαAβ + DβAα − γ
μ
αβBμ = 0, (6.96)

DαBμ − ∂μAα − (γμ)αβW
β = 0, (6.97)

DαW
β − 1

4
(γμν)

β
α Fμν = 0, (6.98)

λαλβ(γμν)
γ

β DαF
μν = 0, (6.99)

which imply the super-Maxwell equations of motion.
For the closed string, the vertex operators are just the tensorial product of operators

from the left and right sector, to wit

Vclosed = V (z) ⊗ V̂ (z̄) = λαλ̂βAα(θ) ⊗ Âβ(θ̂) ei k·X , (6.100)
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Uclosed = U (z) ⊗ Û (z̄), (6.101)

where the graviton, gμν , is identified with eμ ⊗ êν and the gravitino, ψα
μ (ψ̂α

μ), with
eμ ⊗ χ̂α (χα ⊗ êμ).

6.3.5 Tree-Level Scattering Amplitudes

For more details of this section, one can review [1, 3, 5].
In this section, we give an example how to compute scattering amplitudes at tree

level using the pure spinor formalism, in particular for the closed string, i.e., on a
sphere.

In general, the scattering amplitude prescription on a sphere is given by the expres-
sion

Mn :=
n∏

i=4

∫
d2zi

∣∣∣ 〈V (z1) V (z2) V (z3)U (z4) · · ·U (zn)〉
∣∣∣2

, (6.102)

where the power two is due to left and right sectors. The three unintegrated vertex
operators fix the PSL(2,C) global symmetry, and the points {z1, z2, z3} are arbitrary
on the sphere, which often are chosen to be z1 = 1, z2 = 0, z3 = ∞. The triangular
bracket, 〈· · · 〉, means integration by all fields, i.e.,

〈· · · 〉 =
∫

[DX][Dλ][Dω][Dθ ][Dd] · · · , (6.103)

where we have replaced the [Dp] integration by [Dd].
Since λα and ωα are complex variables, the integration by these variables must

be a contour integral. The contour can be fixed introducing the Cauchy kernel (delta
Dirac function), which is known as the picture changing operator. Nevertheless, in
2005 Berkovits introduced a new set of fields, the complex conjugate of (λα, ωα),
i.e., (λ̄α, ω̄α), in order to integrate over whole pure spinor space. In addition, so as
to keep the central charge, c = 0 (see (6.83)), two more fermionic fields must be
introduced, (rα, sα), where rα is constrained to satisfy,16 (λ̄γ μr) = 0, μ = 0, ..., 9.
The BRST charge is also modified17

Q =
∫

dz(λαdα) −→ Q̃ =
∫

dz(λαdα + ω̄αrα), (6.104)

but the cohomology of Q and Q̃ is the same.

16Note that the rα field can be interpreted as an antiholomorphic form over the pure spinor space,
to wit rα ≡ dλ̄α .
17Clearly, the operator

∫
(rαω̄α) can be identified with the Dolbeault operator dλ̄α

∂

∂λ̄α
. So, Q̃ is an

equivariant operator.
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In this new version, the ghost anomaly is −3, i.e.,

[Dθ ][Dd][Dλ][D λ̄][Dω][Dω̄][Dr][Ds] −→ ghost number − 3, (6.105)

where the ghost current is given by J(z) = (ωαλα) − (ω̄αλ̄α). But the total integral
given in (6.102) has ghost number 0, to wit

[Dθ ][Dd][Dλ][D λ̄][Dω][Dω̄][Dr][Ds]V (z1)V (z2)V (z3)U (z4) · · ·U (zn)
−→ ghost number 0.

It is not hard to check that the integration

∫
[Dθ ][Dd][Dλ][D λ̄][Dω][Dω̄][Dr][Ds] · · ·

is equivalent to the bracket

∫ [Dθ ][Dd][Dλ][D λ̄][Dω][Dω̄][Dr][Ds] · · ·
−→ 〈

(λγ μ1θ)(λγ μ2θ)(λγ μ3θ)(θγμ1μ2μ3θ)
〉 = C, (6.106)

where C is a constant. In general, this constant is normalized to be C = 1, so as
in (6.55).

6.3.5.1 Three Gravitons at Tree Level

In this example, we compute a scattering amplitude at tree level for three gravitons.
This is the simplest one because it is not needed to introduce an integrated vertex
operator. This section is based on C. Mafra’s master thesis [17]

The amplitude is given by

M3 =
∣∣∣ 〈V (z1)V (z2)V (z3)〉

∣∣∣2
, (6.107)

with

V (zj) = 1

2
ejμ(λγ μθ)eikj ·X − 1

16
kjμe

j
ν(λγρθ)(θγ μνρθ)eikj ·X (6.108)

where we have just considered the bosonic contribution, i.e., the polarization vector
ejμ, where j is the label of the corresponding particle.

From the integration given in (6.106), the only nonzero contributions are those in
which there are five θs. So, following the expansion in (6.108), there are just three
possibilities to distribute the θ field, (1, 1, 3), (1, 3, 1), (3, 1, 1).
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The first contribution is given by

M 1
3 = e1

μ1
e2
μ2
k3
ν3
e3
μ3

〈
(λγ μ1θ)(λγ μ2θ)(λγρθ)(θγ ρν3μ3θ)

〉 ×
× 〈

eik1·X(z1)eik2·X(z2)eik3·X(z3)
〉
. (6.109)

The integration by the Xμ field is simple, and the answer is

〈
eik1·X(z1)eik2·X(z2)eik3·X(z3)

〉 =
∫

[DX]e− ∫
d2z ∂X·∂̄Xeik1·X(z1)eik2·X(z2)eik3·X(z3)

= |z12|2k1·k2 |z13|2k1·k3 |z23|2k2·k3 , (6.110)

where zij := zi − zj. From the on-shell condition, k2
j = 0, and the momentum conser-

vation constraint, kμ
1 + kμ

2 + kμ
3 = 0, it is trivial to check k1 · k2 = k1 · k3 = k2 · k3 =

0; therefore,

〈
eik1·X(z1)eik2·X(z2)eik3·X(z3)

〉 = 1. (6.111)

Note that, we have not introduced the functional determinant, det(∂∂̄), in (6.110),
because it will be canceled out by the other functional determinants.

Up to an overall factor, it is not hard to check18

〈
(λγ μ1θ)(λγ μ2θ)(λγρθ)(θγ ρν3μ3θ)

〉 ∝ ημ1ν3ημ2μ3 − ημ1μ3ημ2ν3 . (6.112)

Finally, the contribution (1, 1, 3) becomes

M 1
3 = (e1 · k3)(e2 · e3) − (e2 · k3)(e1 · e3). (6.113)

In a similar way, the contributions (1, 3, 1) and (3, 1, 1) are given by

M 2
3 = −(e1 · k2)(e2 · e3) + (e3 · k2)(e1 · e2), (6.114)

M 3
3 = (e2 · k1)(e1 · e3) − (e3 · k1)(e1 · e2). (6.115)

Therefore, the total amplitude reads

M3 =
∣∣∣M 1

3 + M 2
3 + M 3

3

∣∣∣2

=
∣∣∣2(e1 · e2)(e3 · k2) + 2(e1 · e3)(e2 · k1) + 2(e2 · e3)(e1 · k3)

∣∣∣2
, (6.116)

where we have used the momentum conservation, kμ
1 + kμ

2 + kμ
3 = 0, and the

transversality condition, ej · kj = 0. Up to overall constant, this is the right result [10].

18For more details, see appendix of [7].
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6.4 Appendix

6.4.1 Cartan and Chevalley Definitions

This appendix is based in the lectures on beta-gamma system given in [20].
The SO(2d) pure spinor λα is constrained to satisfy [2]

λα(γ μ1...μj )αβλβ = 0, for 0 ≤ j < d (6.117)

where μ = 1 to 2D, α = 1 to 2d−1, and γ
μ1...μj

αβ is the antisymmetrized product of j
Pauli matrices, i.e.,

γ μ1...μj := 1

j!γ
[μ1γ μ2 . . . γ μj]. (6.118)

This implies that λαλβ can be written as

λαλβ = 1

n! 2d
γ αβ

μ1...μd
(λργ

μ1...μd
ρδ λδ) (6.119)

where λγ μ1...μdλ defines an d-dimensional complex plane C
d ⊂ R

2d ⊗ C. This d-
dimensional complex plane is preserved by a U (d) subgroup of SO(2d) rotations.
Also, multiplying λ by a nonzero complex number does not change this plane. So,
if we consider the space of λs obeying up to rescalings, the space of projective pure
spinors, PPS2d in D = 2d Euclidean dimensions, then:

PPS2d = SO(2d)/U (d) (6.120)

The real dimension of this space is d(d − 1). The space PS2d of pure spinors is a
cone over PPS2d . The space X2d , which is PS2d with the point λ = 0 deleted, can be
thought of the moduli space of Calabi–Yau complex structures on R

2d , i.e., the space
of pairs

(identification C
d ≈ R

2d,� ∈ �d
C

d)

This is an important space in the context of B-type topological strings.

6.4.2 Pure Spinor Parameterization

In order to solve the 10-dimensional pure spinor constraints, it is useful to write them
in terms of the U (5) variables.

A vector in 10 dimensions, Ṽ μ, can be written as a direct sum of two five-
dimensional vectors

V a := 1√
2
(Ṽ a + iṼ a+5), a = 1, 2, ..., 5 (6.121)
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Va := 1√
2
(Ṽ a − iṼ a+5), (6.122)

i.e., we have broken the 10-dimensional vector representation of SO(10) as a sum
of two vectorial representations of U (5), 10 = 5 ⊕ 5̄. In the 10-dimensional gamma
matrices, we have

ba := 1√
2
(γ a + iγ a+5), a = 1, 2, ..., 5 (6.123)

ba := 1√
2
(γ a − iγ a+5), (6.124)

where the gamma algebra becomes {ba, bc} = δca. Now, the (ba, bc) matrices satisfy
a ladder algebra, and we can construct a finite representation.

We define the fundamental state such that ba|0〉 = 0, a = 1, ..., 5, so all states are
created applying the bα matrix on |0〉. Since the pure spinor is a chiral spinor and
the chiral operator just counts the number of ba matrices which acts on |0〉, the most
general positive chiral spinor is written as

|λα〉 = λ+|0〉 + 1

2
λabb

abb|0〉 + 1

24
λaεabcdeb

bbcbdbe|0〉, (6.125)

where positive chirality means the number of ba is even and λab = −λba. Clearly,
we have broken the λα spinor as λα = (λ+, λab, λ

a), where the number of degrees
of freedom of λ+ is one, of λab is 10, and the λα is 5, namely 16 → (1, 1̄0, 5).

Finally, using the U (5) representation the pure spinor constraints become

λ+λa + 1

8
εabcdeλbcλde = 0, a = 1, ..., 5, (6.126)

λbλba = 0. (6.127)

Choosing the chart where λ+ �= 0 and using the parameterization λ+ = γ, λab =
γ uab, the solution of the equations in (6.126) is straightforward

λa = −γ

8
εabcdeubcude, (6.128)

and the equations in (6.127) become trivial.
As a final remark, because the pure spinor has ghost number 1, then obviously

γ has ghost number 1 and uab has ghost number 0. Therefore, we can write an
holomorphic top form over the pure spinor space with ghost number 8 as

[dλα] = γ 7 dγ ∧ du12 ∧ du13 ∧ · · · ∧ du45, (6.129)

which matches with the one written in (6.91).
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Chapter 7
Introduction to Elliptic Fibrations

Mboyo Esole

Abstract The modern study of elliptic fibrations started in the early 1960s with
seminal works by Kodaira and by Néron. Elliptic fibrations play a central role in the
classification of algebraic surfaces, in many aspects of arithmetic geometry, theoret-
ical physics, and string geometry. In these notes, we introduce the reader to basic
geometric properties of elliptic fibrations over the complex numbers.We start with an
introduction to the geometry of elliptic curves defined over the complex numbers.We
then discussWeierstrass models, Kodaira’s classification of singular fibers of elliptic
surfaces, Tate’s algorithm, and Miranda’s regularization of elliptic threefolds.

7.1 Introduction

The theory of elliptic curves is an elegant and vast subject in mathematics that can
be traced back to ancient Greece and beyond. An elliptic curve is a non-singular
projective curve of genus one, with a choice of a rational point. The chosen rational
point plays the role of the neutral element of the Mordell–Weil group of the elliptic
curve. An elliptic fibration is the relative case of an elliptic curve. Intuitively, an
elliptic fibration is the variety swapped by an elliptic curve moving over a base
variety. The study of elliptic fibrations started in 1962–1963 with Kodaira’s work
on compact complex analytic surfaces [12] followed in 1964 by Néron’s paper on
minimal models of Abelian varieties [19].

Elliptic curves are a pillar of number theory; they are instrumental in cryptography
and geometric modeling. Elliptic curves have also invaded many branches of theo-
retical physics through their modular properties. Elliptic fibrations are at the heart of
F-theory, the theory that describes (among other things) the non-perturbative regime

M. Esole (B)
Department of Mathematics, Northeastern University, 360 Huntington Ave., Boston,
MA 02115, USA
e-mail: j.esole@northeastern.edu
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of type IIB string theory. Elliptic fibrations also provide geometric constructions of
certain superconformal field theories including some that do not have a Lagrangian
description.

In these notes, we will focus on the basic properties of elliptic fibrations over
the complex numbers. We do not have space for complete proofs, but we will give
appropriate references. In Sect. 7.2, we review the theory of elliptic curves over the
complex numbers. In Sect. 7.3, we study the theory of elliptic fibrations. In partic-
ular, we start in Sect. 7.3.1 by reviewing the Riemann–Roch argument to derive the
Weierstrass model of an elliptic curve. In Sects. 7.3.2 and 7.3.3, we explain in detail
how the Riemann–Roch argument is combined with an appropriate base change the-
orem to obtainWeierstrass models for an elliptic fibrations. In Sect. 7.4, we introduce
the Kodaira–Néron classification of singular fibers of a minimal elliptic surface and
discuss Tate’s algorithm. In Sect. 7.5, we study Miranda’s regularization of elliptic
threefolds and the notion of collisions of singularities.

There are many important questions that we will not address. As an apology, we
give the following reading list for elliptic fibrations and Weierstrass models:

• The classical reference for Weierstrass models is the original paper of Deligne (in
French) known as the “Formulaire” [4]. Deligne beautifully explains how to derive
aWeierstrass model for an elliptic fibration with a ration section. It also introduces
Tate’s notation widely used today. The construction of Weierstrass models is also
discussed in detail by Mumford and Suominen in [16, Chap.3] and Nakayama
[17, 18].

• The original paper of Kodaira on elliptic surfaces [12], Néron [19], and Tate [28]
contain significant details not usually covered in reviews.

• In [21], Schütt andShioda give a short introduction to the theory of elliptic surfaces.
• Chapter3 of the book of Mumford and Suominen on the theory of moduli [16] has
a self-contained section on elliptic curves and elliptic fibrations where the authors
carefully derive the existence of a Weierstrass model for an elliptic fibration with
a rational section.

• For more advanced topics, we refer to Liu’s book on arithmetic geometry [13].
• Miranda’s lecture notes on elliptic surfaces [15] are another classic review for the
study of elliptic surfaces over an algebraically closed field.

• Nakayama analyzes the global and local structure of elliptic fibrations [17, 18]. He
takes the interesting point of view of the variation of Hodge structure to describe
elliptic fibrations. He shows that a polarized variation of Hodge structures of rank
two, weight one over a base B is equivalent to a Weierstrass model.

• In [14], Miranda studies the problem of finding regular models for Weierstrass
models over a smooth surface.Hediscusses the phenomena of collisions ofKodaira
fibers and classifies the singular fibers that appear over codimension two points
after the specific regularization that he considers. These are some of the first
examples of non-Kodaira singular fibers.

• In his Ph.D. thesis [26], Szydlo generalizes the regularization of Miranda to the
case of elliptic n-folds under the same assumptions as Miranda. He also considers
the arithmetic case, when the field is not of characteristic zero and provides a

http://dx.doi.org/10.1007/978-3-319-65427-0_3
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generalization of Tate’s algorithm to the case of a complete discrete valuation ring
with non-perfect residue field [27].

• Dolgachev and Gross have computed the Ogg–Shfarevich Theory of elliptic three-
folds using Miranda’s models [7].

• Conrad has an elegant unpublished paper on minimal models for elliptic curves
with a strong EGA flavor in which he promises to “free the theory of elliptic
curves from the curse of Weierstrass equations” [2]. However, before doing this,
he presents a systematic derivation of the Weierstrass equation over Spec(R).

• In Chapter IX of [1], Beauville gives a short introduction to the theory of elliptic
surfaces from the point of view of the Kodaira dimension. Cossec and Dolgachev
study genus-one fibration in Chap.5 of [3].

7.2 Elliptic Curves over C

In this section, we collect basic facts about elliptic curves over the complex numbers.
This topic is elegantly covered in numerous books. For the proofs, we refer to Chap.1
(Sects. 1–6) of [23], Chap. 3 of [11], and Chap. VII of [22].

We denote by C the field of complex numbers and by Z the ring of integers.

7.2.1 Modular Group and Complex Tori

Modulo similitude transformations, an elliptic curve over the complex numbers is
equivalent to a complex torusC/(Z + τZ), that is, the quotient of the complex plane
by the double-lattice Z + τZ generated by 1 and the complex number τ (the period).
The Abelian group structure on the elliptic curve is then induced from the addition
in C. Geometrically, the period τ characterizes the shape of the complex torus. By
convention, τ is restricted to be in the upper-half plane:

H = {τ ∈ C| Im(τ ) > 0}. (7.1)

More generally, for a complex torus C/(ω1Z + ω2Z) with periods (ω1, ω2), after a
rescaling by ω−1

1 , we get C/(Z + τZ) with τ = ω2
ω1
. We can permute ω1 and ω2 if

necessary to ensure that Im(τ ) > 0 (Fig. 7.1).

Fig. 7.1 Torus seen as the
quotient C/(Z + τZ) τ τ +1

1 0
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Theorem 7.1 Two 2-tori are equivalent modulo similitudes if and only if their peri-
ods are related by a modular transformation:

(
a b
c d

)
· τ = aτ + b

cτ + d
,

(
a b
c d

)
∈ SL(2,Z). (7.2)

Proof See Lemmas 1.1 and 1.2 in Chap.1. Sect. 1 of [23].

In particular, if g =
(
a b
c d

)
∈ SL(2,Z), Im(τ ) (the imaginary part of τ ) transforms

as

Im(g · τ) = Imτ

|cτ + d|2 . (7.3)

We denote by I2 the 2 × 2 identity matrix. Since the matrix (−I2) acts trivially on τ ,
to have a faithful action, we consider the modular group to be the quotient

Γ (1) := SL(2,Z)/{±I2}. (7.4)

We use the same symbol for a matrix in SL(2,Z) and its projection to Γ (1).

Theorem 7.2 The group SL(2,Z) is generated by the following two elements:

S :=
(
0 −1
1 0

)
, T :=

(
1 1
0 1

)
. (7.5)

They act as

S · τ = −1

τ
, T · τ = τ + 1. (7.6)

S and T satisfy the following relations in SL(2,Z):

S2 = (ST )3 = −I2. (7.7)

Proof See Remark 1.3 on p. 10 of [23].

When S and T are considered as elements of Γ (1), we have S2 = (ST )3 = Id so
that Γ (1) can be considered as the free group Z/2Z ∗ Z/3Z:

Γ (1) ∼= 〈a, b : a2 = b3 = 1〉. (7.8)

7.2.2 The Weierstrass Equation

TheWeierstrass℘-function provides a natural description of a complex torusC/(Z +
τZ) as a cubic curve in P2 in Weierstrass form. It is defined as follows:

http://dx.doi.org/10.1007/978-3-319-65427-0_1
http://dx.doi.org/10.1007/978-3-319-65427-0_1
http://dx.doi.org/10.1007/978-3-319-65427-0_1
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℘(z, τ ) = 1

z2
+

∑
w ∈ Λτ
w �= 0

( 1

(z − w)2
− 1

w2

)
, (7.9)

where Λτ = Z + τZ. The Weierstrass ℘-function is a meromorphic function with
double poles at the lattice points w ∈ Λτ , and doubly periodic:

℘(z + 1, τ ) = ℘(z, τ ), ℘ (z + τ, τ ) = ℘(z, τ ). (7.10)

The Weierstrass ℘-function has a pole of order 2 at the origin, while its derivative
℘ ′ (with respect to z) has a pole of order 3. Together, they satisfy the Weierstrass
equation

(℘ ′)2 = 4℘3 − g2℘ − g3, where g2(τ ) := 60G4(τ ) and g3(τ ) := 140G6(τ ).

(7.11)
For a given lattice Λτ , the Eisenstein series G2k of weight 2k are by definition

G2k(τ ) =
∑
w ∈ Λτ
w �= 0

w−2k (7.12)

Theorem 7.3 The map

C/(Z + τZ) → P
2 : z 
→

[
℘ : 1

2
℘ ′ : 1

]
, (7.13)

provides an analytic isomorphism between the complex torus C/(Z + τZ) and the
following cubic in P

2:
E : zy2 = x3 + f xz2 + gz3, (7.14)

with f = −g2/4, g = −g3/4, y = ℘ ′/2, x = ℘. For a regular curve E : y2 = x3 +
f x + g, there is a unique latticeΛτ (up to modular transformation on τ ) such that E
andC/(Z + τZ) are analytic isomorphic as complex Lie groups through the previous
map.

Proof Corollary 4.3 on p. 35 of [23].

7.2.3 Moduli Space of Smooth Elliptic Curves

To classify smooth elliptic curves up to isomorphisms, we introduce the Klein j-
invariant (also called the modular invariant).The j-invariant is a rational function
of G3

4/G
2
6, which ensures that it is a modular invariant. Any modular invariant is a

rational function ofG3
4/G

2
6 or equivalently a rational function of the j-invariant. The

j-invariant maps bijectively the moduli space of complex tori modulo similitudes
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(and therefore the moduli space of smooth elliptic curves) to the complex plane
C. Two elliptic curves over C are isomorphic if and only if they have the same
j-invariant.

Definition 7.1 The j-invariant of a Weierstrass equation y2 = x3 + f x + g is
defined as follows:

j (τ ) = 1728
4 f 3

4 f 3 + 27g2
= 1728 − 27g2

4 f 3 + 27g2
. (7.15)

The coefficient 1728 is chosen to ensure that the j-invariant has residue 1 at infinity.

Theorem 7.4 The j-invariant can be expressed (as a function of τ ) by a Laurent
series in q = exp(2π iτ) of the form:

j (τ ) = 1

q
+ 744 +

∑
n>0

cnq
n, cn ∈ N. (7.16)

Since Imτ > 0, q = exp(2π iτ) is in the unit disk |q| < 1. Themodular group admits
as a fundamental domain the closure of the open region:

RΓ = {τ ∈ H : |τ + τ | < 1 and |τ | > 1}, (7.17)

with aZ/2Z identification on the boundary given by τ ∼= −τ .Whenwe have tomake
a choice between two points on the boundary, we will take the one with negative real
part. We recall some additional properties of the j-invariant:

j (i) = 1728, j (e
2π
3 i) = 0, j (−τ) = j (τ ), lim

Im(τ )→+∞
| j (τ )| = ∞. (7.18)

Geometrically, the moduli space of complex tori modulo similitude is the orbifold

Y (1) := H/Γ (1). (7.19)

If is useful to also include tori admitting an infinite value for the j-invariant. This
corresponds to allowing an infinite value for the imaginary part of τ . By the action
of the modular group, we should then also include all the rational points of the real
line. This defines the extended upper-half plane

H ∗ := H ∪ P
1(Q) = H ∪ Q ∪ {∞} and X (1) := H ∗/Γ (1). (7.20)

X (1) is called themodular curve. The points of X (1)\Y (1) are called the cups. They
are the orbit of τ = i∞ under the action of Γ (1). The name cusp can be confusing
as τ = i∞ actually corresponds to a nodal elliptic curve, but the name cusp in this
context refers to the singularities of X (1) and not to a singular elliptic curve.
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The following classical theorem is proven, for example, in Sect. 4.1 of Chap.1
of [23].

Theorem 7.5 The j-invariant is an isomorphism between X (1) and the Riemann
sphere P1:

j : X (1) → P
1 : τ 
→ [U : V ] = [1728 · 4 f 3 : 4 f 3 + 27g2], (7.21)

where [U : V ] denotes the projective coordinates of P1. The value of the j-invariant
at τ = i∞ is the point at infinity [1 : 0].

One can define an appropriate topology and complex structure on the modular
curve X (1). This is explained in Chap.1 of [23]. Every meromorphic function on
X (1) is then a rational function of j . For this reason, the j-invariant is also called
the modular invariant.

Theorem 7.6 There is an elliptic curve with a given j-invariant for any j0 ∈ C:

y2z = x3 + gz3, g �= 0, j0 = 0, (7.22)

y2z = x3 + f xz2, f �= 0, j0 = 1728, (7.23)

y2z = x3 − 27 j0λ2

4( j0 − 1728)
xz2 − 27λ3 j0

4( j0 − 1728)
z3, λ �= 0, j0 �= 0, 1728. (7.24)

Proof Direct computation using the definition of the j-invariant.

Remark 7.1 A Weierstrass equation with a nodal singularity is given, for example,
by the following equation:

zy2 = x3 − 3xz2 + 2z3. (7.25)

The presence of a node can be seen by factorizing the r.h.s. to get

zy2 = (x − z)2(x + 2z). (7.26)

Such a curve has an infinite j-invariant since f and g are nonzero, while the dis-
criminant vanishes.

Theorem 7.7 (Automorphism of an elliptic curve) The group of automorphisms
of an elliptic curve E j with invariant j is Z/2Z for j �= 0, 1728. It is Z/4Z
for j = 1728 and Z/6Z for j = 0.

Proof See [11, Chap.3 Sect. 4].

Remark 7.2 (Ramifications and Automorphisms of elliptic curves) Since the j-
invariant can be expressed as j = 1728(4 f 3)/(4 f 3 + 27g2), it has a ramifica-
tion of degree 3 at f = 0 for which j = 0. As we can also write j − 1728 =
−27g2/(4 f 3 + 27g2), there is also a ramification of degree 2 at g = 0 for which
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j = 1728. An elliptic curve with invariant j = 0 is given by E : y2 = x3 + g with
g �= 0. An elliptic curve with invariant j = 1728 is E : y2 = x3 + f x with f �= 0.
The Z/2Z automorphism of an elliptic curve with invariant j �= 0, 1728 is given
by (x, y) → (x,−y). It is the inverse of the group law. For j = 0, it is induced by
(x, y) → (ωx,−y) where ω is a choice of a cubic root of the unit (ω3 = 1). For
j = 1728, it is generated by (x, y) → (−x, iy) where i2 = −1.

Remark 7.3 (Cusps and jumpphenomena) Consider a regular elliptic curve inWeier-
strass form E : y2 = x3 + f x + g defined over a field k. For any nonvanishingλ ∈ k,
we can define the curve Eλ : y2 = x3 + f λ4x + gλ6. For λ �= 0, Eλ is isomorphic
to E after the redefinition (x, y) 
→ (λ2x, λ3y). However, at λ = 0 we always have
the cusp E0 : y2 = x3. It follows that an elliptic curve with an arbitrary j-invariant
can jump to a cusp. For this reason, cusps are excluded in the moduli space of ellip-
tic curves. When considering only smooth curves, the j-invariant maps the space
of elliptic curve modulo isomorphism onto C. This space can be compactified by
allowing curves of arithmetic genus one with a nodal singularity.

7.3 Elliptic Fibrations

We work over an algebraically closed field k of characteristic zero. The reader is
welcome to think of the base field k as the field of complex numbers C. Most of
the results do not require the field to be algebraically closed nor of characteristic
zero. But we still assume it out of convenience. We denote by Z the ring of relative
integers. By a variety we mean a reduced and irreducible algebraic scheme [10].
Given a variety X , we denote by OX the sheaf of regular functions of X . Given a
Cartier divisor D in a normal variety X , we denote by OX (−D) the normal bundle
of D in X . The sheaf OX (nD) (n ∈ Z) is the sheaf of rational functions with a pole
of degree n over the divisor D. The dual sheaf of OX (nD) is denoted OX (−nD). In
particular, D is the vanishing locus of a section of OX (D).

Definition 7.2 (Genus-one fibration) A genus-one fibration is a surjective proper
morphism ϕ : Y → B between algebraic varieties such that the generic fiber is a
regular projective curve of genus one. The variety B is called the base of the fibration.

Definition 7.3 (Discriminant locus) The locus of singular fibers of the fibration
π : Y → B is called the discriminant locus of π and is denoted Δ.

To avoid trivialities, we assume that a genus-one fibration has a non-trivial dis-
criminant locus (there is at least one singular fiber).

Definition 7.4 (Rational section) A rational section of a fibration ϕ : Y → B is a
rational map σ : B → Y such that ϕ ◦ σ is the identity away from a Zariski closed
set of B.

Definition 7.5 (Elliptic fibration) An elliptic fibration is a genus-one fibration
endowed with a rational section.
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7.3.1 Weierstrass Models for Elliptic Curves

Before discussing elliptic fibrations, we first review the classical argument to get a
Weierstrass equation for a regular curve of arithmetic genus 1 with a choice of a
rational point S. We follow Mumford and Suominen [16].

Let Y be a non-singular projective curve of genus one over k. Denote by S the
divisor associated with a fixed base k-rational point O of Y . The Riemann–Roch
theorem asserts that dimk H 0(Y,OY (nS)) = n for n > 0. Hence, the vector space
H 0(Y,OY (2S)) has dimension two. Since the only rational functions with at most a
pole of degree one on an elliptic curve are the constants, there exists a rational function
x with a double pole at O such that {1, x} is a basis of H 0(Y,OY (2S)). In the same
way, since dimk H 0(Y,OY (3S)) = 3, there is a rational function y ∈ H 0(Y,OY (3S))

with a triple pole at O . Using the basis {1, x, y} of H 0(Y,OY (3S)), we can prove
the following lemma:

Lemma 7.1 The set {1, x, x2, . . . , xm, y, xy, yx2, . . . , yxm−2} is a basis of H 0(Y,

OY (nS)) for n = 2m. We get a basis for H 0(Y,OY (nS)) for n = 2m + 1 by adding
the monomial yxm−1.

Proof By Riemann–Roch, H 0(Y,OY (nS)) has dimension n for n > 0. The basis
presented in the lemma contains n elements that are linearly independent since each
function has a pole at the origin with a different order.

For a curve of genus g, any divisor of degree 2g + 1 or bigger is a very ample divisor.
For a curve of genus 1, any divisor of degree 3 is very ample. It follows that the divisor
3S provides a closed embedding of the elliptic curve into P

2. All is left is to give
the equation of that curve. Since H 0(Y,OY (3S)) is generated by {1, x, y}, there is a
unique embedding Y → P

2 such that OY (3S) is the pullback of the tautological line
bundleOP2(1) and (x, y, 1) are the affine coordinates. The punch line of the proof of
the existence of an isomorphic cubic curve inWeierstrass form for an elliptic curve is
the following. Since y2 ∈ H 0(Y,OY (6S)), there are constants a0, a1, a3, a4, a6 ∈ k
such that

y2 + a1xy + a3y = a0x
3 + a2x

2 + a4x + a6. (7.27)

Finally, we have to show that a0 cannot be zero. If a0 = 0, {y2, xy, y, x2, x, 1}
would be linearly dependent. But this is not possible since there is no terms to cancel
out the pole (of order 6) of y2. We can then redefine (x, y, a1, a2, a3, a4, a6) →
(a0x, a20 y, a0a1, a

2
0a3, a2, a

3
0a4, a

4
0a6) and eliminate the overall factor of a40 to get

the Weierstrass equation in Tate form:

y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6. (7.28)
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7.3.2 Preparation for the Relative Case

Given an elliptic fibration ϕ : Y −→ B with a section σ : B → Y , we construct a
Weierstrass model birational to Y . We assume the following conditions:

1. ϕ is a flat projective morphism between (quasi)-projective varieties.
2. Y is normal, and the base B is smooth.
3. The section σ is a morphism.
4. All fibers are irreducible projective curves.

As varieties, Y and B are in particular Noetherian schemes. Hence, the projectivity of
ϕ implies that ϕ is also a proper morphism by [10, Chap. II, Theorem 4.9]. Since we
work over an algebraically closed field, ϕ is flat if and only if ϕ is equidimensional
(every fiber has the same dimension). Hence, the assumption (4) implies that ϕ is
also a flat morphism.

Sinceϕ : Y → B is a propermorphism,ϕ is in particular separated and the section
σ defines a closed immersion of B in Y (an isomorphism from B onto a closed sub-
scheme of Y ) by [5, Corollary 5.4.6]. LetI denote the ideal sheaf of that subscheme;
its support is a Cartier divisor S of Y . We denote byNS/Y the normal sheaf of S in Y .

Using the Riemann–Roch Theorem, we can write a Weierstrass equation for each
smooth fiber Yp as in the previous section by studying the cohomology of the fiber.
The challenge is now to understand how the cohomology along the fiber varies as a
function of the fiber. This is a question of cohomology and base change, an important
topic in algebraic geometry covered, for example, in Chap.3 of [10].

In algebraic geometry, a family of schemes is simply a morphism f : X → Y
and the members of the family are the fibers Xy = X ×Y Spec k(y), where k(y) is
the residue field at the point y ∈ Y . To study the cohomology of family of schemes,
the higher direct image functors Ri f∗ are introduced. They describe the “relative
cohomology of X over Y ”.

Definition 7.6 Let X be any topological space, we denote byU (X) the category of
sheaves of Abelian groups on X . Given a continuous function f : X → Y between
topological spaces, for any integer i ≥ 0, we define Ri f∗ : U(X) → U (Y ) as the
right derived functors of the direct image function f∗.

The following theorem gives a local description of Ri f∗(F ):

Theorem 7.8 (Chapter III. Proposition 8.1 of [10]) For each i ≥ 0 and each F ∈
U (X), Ri f∗(F ) is the sheaf associated to the presheaf V 
→ Hi ( f −1(V ),F | f −1(V ))

on Y .

Given a fibration f : X → Y , one would like to find some relation between the
fiber cohomology groups Hi (Xy,Fy) and the globally defined sheaves Ri f∗(F ).
The Proper Base Change Theorem is discussed by Mumford in Sect. 5 of Chap.2 of
“Abelian Varieties.”

http://dx.doi.org/10.1007/978-3-319-65427-0_2
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In the case of an elliptic fibration ϕ : Y → B, the crucial step is the introduction
of the fundamental line bundle L (over the base of the elliptic fibration) which
provides a splitting of ϕ∗OY (nS) where S is a Cartier divisor defined by the section.
When this is established, one can just follow the usual Riemann–Roch argument and
define an embedding of the fibration in a projective bundle P2 → B using the fact
that ϕ∗OY (3S) is very ample relatively to the base B. The projective bundle will be
defined by the projectivation of ϕ∗OY (3S).

Lemma 7.2 (See [16] Chap.3 Lemma 2)

1. The ideal sheafI corresponding to the subscheme S defined by the section is an
invertible sheaf.

2. The sheaf of functionsOY (nS)with n-fold poles along S is isomorphic toI ⊗(−n)

for any integer n > 0.

Working fiber by fiber, we get the following lemma summarizing the (cohomo-
logical) properties of the pushforward of OY (nS):

Lemma 7.3 For an elliptic fibration ϕ : Y → B with a section σ : B → Y defining
a closed subscheme S of Y , R1ϕ∗(nS) and ϕ∗OY (nS) are both locally free for all n
and we have:

1. ϕ∗OY = OB

2. ϕ∗OY (nS) is locally free of rank n for all n > 0.
3. R1ϕ∗OY (nS) = 0, for all n > 0, and locally free for of rank one for n = 0.
4. R1ϕ∗OY

∼= ϕ∗NS/Y is an invertible sheaf.
5. Riϕ∗OY (nS) = 0, for all i > 1, and all integers n.

Proof See Mumford–Suominen [16, Chap.3], Deligne [4], or Miranda [15, Lecture
II Sect. 3].

The line bundle R1ϕ∗OY is a fundamental invariant of the elliptic fibration ϕ :
Y −→ B. This motivates the following definition [15].

Definition 7.7 (Fundamental line bundle of an elliptic fibration) The fundamental
line bundle of an elliptic fibration ϕ : Y → B is the invertible sheaf L defined as:

L :=
(
R1ϕ∗OY

)−1
. (7.29)

Remark 7.4 The fundamental line bundleL is often defined as (ϕ∗NS/Y )−1. By the
previous Lemma, the two definitions agree since ϕ∗NS/Y � R1ϕ∗OY . It also follows
from the Lemma that the sheaf NS/Y does not depend on the section S.

For an elliptic fibrationwith a section, the fundamental line bundle provides a splitting
of ϕ∗OY (nS) for n > 1:

Theorem 7.9 For n > 1, we have

ϕ∗OY (nS) ∼= OB ⊕ L −2 ⊕ L −3 ⊕ · · · ⊕ L −n. (7.30)
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Proof See Lemma II.4.3 of [15].

Equippedwith Theorem7.9,we can now apply the familiar Riemann–Roch argument
to derive the Weierstrass equation in the relative case.

7.3.3 Weierstrass Models for Elliptic Fibrations

Lemma 7.4 (Deligne [4]) Given an invertible section μ of L , there exists locally
for Zariski topology a basis {1, x, y} of ϕ∗OY (3S) such that:

1. 1 is a generator of OB.
2. {1, x} is a basis of ϕ∗OY (2S), and the image of x along L −2 is μ−2.
3. y belongs to ϕ∗OY (3S) and the image of y along L −3 is μ−3.
4. {1, x, x2, . . . , xn, y, yx, . . . , yxn−2} is a basis for ϕ∗OY (mS) if m = 2n with

n > 1.
5. {1, x, x2, . . . , xn, y, yx, . . . , yxn−2, yxn−1} is a basis for ϕ∗OY (mS) if m =

2n + 1 with n > 1.

Given a different choice μ′ of an invertible section of L , there exists well-defined
u, r, s, t such that the new basis (1, x ′, y′) is related to the previous one as follows:

⎧⎪⎨
⎪⎩
x ′ = u2x + r

y′ = u3y + su2x + t

μ′ = uμ

(7.31)

These transformations (7.31) will be called admissible transformations of a Weies-
trass model. For ϕ∗OY (6S), we have the basis {1, x, x2, x3, y, yx} composed of six
generators, but the space of monomials generated by {1, x, y} in ϕ∗OY (6S) is seven-
dimensional. The missing monomial is y2, and its image along L −⊗6 is μ6, which
matches the image of x3. It follows that y2 − x3 can be uniquely written as a linear
combination of generators of ϕ∗OY (5S). This gives the Weierstrass equation in Tate
form:

y2 + a1xy + a3 = x3 + a2x
2 + a4x + a6. (7.32)

For each index i , the coefficient ai is a section ofL ⊗i . The line bundleOY (3S) is very
ample relatively to the base B. The basis (1, x, y) can be seen as affine coordinates of
a P2 in which each fiber is embedded. We have an immersion of the elliptic fibration
Y into a P2 projective bundle over the base B:

Y → P(E ) := Proj(Sym E ∗), where E := ϕ∗OY (3S), (7.33)

and (x, y, 1) are the affine coordinates as they generate ϕ∗OY (3S). When the char-
acteristic is different from 2 and 3, the Weierstrass equation can be reduced to the
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shorter form: y2 = x3 + f x + g where f and g are, respectively, sections of L ⊗4

and L ⊗6. We quickly review our conventions for projective bundles.

Remark 7.5 (Conventions for projective bundles)

• We use the classical convention for the projectivization π : P(E ) → B of a locally
free sheaf E over B: The fibers of P(E ) are the lines of E passing through the
origin and not the hyperplanes. In our conventions P(E ) := Proj(Sym E ∗). In
other words, what we call P(E ) corresponds to P(E ∗) in the convention of EGA
II.4.1.1 or Hartshorne.

• Wedenote the tautological line bundle of the projective bundleP(E ) byOP(E )(−1).
Its dual is the canonical line bundle OP(E )(1). By an abuse of notation, we will
write O(−1) and O(1), respectively, for OP(E )(−1) and OP(E )(1). We also write
O(−n) (for n > 0) for the nth tensor product of O(−1). Its dual is O(n), the nth
tensor product of O(1). In particular, in our notation π∗

(
OP(E )(1)

) = E ∗.
• Given a locally free sheaf E = OB ⊕ L ⊗a ⊕ L ⊗b, there are natural embeddings
OB ↪→ E , L ⊗a ↪→ E , and L ⊗b ↪→ E . We use these embeddings to define pro-
jective coordinates [z : x : y] for P(E ):

⎧⎨
⎩
z is a section ofO(1)
x is a section ofO(1) ⊗ π∗L ⊗a

y is a section ofO(1) ⊗ π∗L ⊗b

We can now introduce the definition of a Weierstrass model.

Definition 7.8 (Weierstrass models) Given a base B endowed with a line bundleL ,
the Weierstrass model WB(L | f, g) defines an elliptic fibration Y → B where Y is
the zero-scheme of a section of O(3) ⊗ π∗L ⊗6 in P[OB ⊕ L ⊗2 ⊕ L ⊗3] cuts by
the Weierstrass normal equation:

y2z = x3 + f xz2 + gz3. (7.34)

In the previous equation, [z : x : y] are projective coordinates of the projective bundle
as explained earlier. The coefficient f is a section ofL ⊗4 and g a section ofL ⊗6. It
is assumed that the discriminant Δ := −16(4 f 3 + 27g2) is not identically zero and
defines a Cartier divisor in the base B.

Definition 7.9 (Canonical section of a Weierstrass model) A Weierstrass model
admits a section given by x = z = 0 which is always in the smooth locus of the
elliptic fibration. It is called the canonical section.

Definition 7.10 (Discriminant locus) The discriminant locus of the Weierstrass
model WB(L | f, g) is given by the zero-scheme of the following section of L ⊗12:

Δ = −16(4 f 3 + 27g2), Δ ∈ H 0(B,L ⊗12). (7.35)
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Remark 7.6 The factor of (−16) is there to match the definition of the discriminant
for a Weierstrass model in Tate form as it is given in the formulaire of Deligne and
Tate. It also matches the definition Δ(τ) = g32 − 27g23 of the cusp form associated
to the Weierstrass equation (℘ ′)2 = 4℘3 − g2℘ − g3.

Theorem 7.10 (Equivalence of Weierstrass models) Two Weierstrass models WB

(L1| f1, g1) and WB(L2| f2, g2) over the same base B are equivalent if and only
if there is a nowhere vanishing u ∈ H 0(B,L2 ⊗ L −1

1 ) such that f2 = u4 f1 and
g2 = u6g1.

We have proven the following.

Theorem 7.11 ([4, 15, 16]) Let ϕ : Y → B be a smooth elliptic fibration admitting
a section σ : B → Y . Then, there exists a triplet (L , f, g) and an isomorphism
μ : Y → WB(L | f, g) over B such that μ ◦ σ is the canonical section and L −1 �
R1ϕ∗OY . Moreover, the discriminant Δ is invertible over the locus of regular fibers.

One can have a similar result in the presence of mild singularities.

Theorem 7.12 (Nakayama)An elliptic fibrationϕ : X → B with a sectionσ : B →
X is birationally equivalent to a Weierstrass model WB(L | f, g) with canonical
singularities and such thatL is the fundamental line bundle associated to the elliptic
fibration.

As a direct consequence of the adjunction formula,we have the following theorem.

Theorem 7.13 The canonical bundle of a smooth Weierstrass model WB(L | f, g)
for a smooth elliptic fibration ϕ : Y → B is

ωY
∼= ϕ∗(ωB ⊗ L ). (7.36)

Lemma 7.5 (EllipticallyfiberedCalabi–Yau)AWeierstrassmodel Y =WB(L | f, g)
has a trivial canonical divisor if and only the dual of its fundamental line bundle is
the canonical line bundle of the base. That is

KY = 0 ⇐⇒ L −1 = ωB .

7.3.4 The j-Invariant

Given a Weierstrass model WB(L | f, g), for any nonvanishing section μ of OB , we
can rescale ( f, g) 
→ (u4 f, u6g) and get an equivalent Weierstrass model with the
same fundamental line bundle L . It follows that there is a unique invariant f 3/g2

that we can write. However, it is more convenient to use f 3/(4 f 3 + 27g2) since
4 f 3 + 27g2 is nonvanishing over regular fibers.
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Definition 7.11 ( j -invariant) To aWeierstrassmodelWB(L | f, g), we associate the
j-invariant:

j ( f, g) := 1728
4 f 3

4 f 3 + 27g2
∈ H 0(B,OB). (7.37)

Remark 7.7 Kodaira uses the normalization j = 4 f 3/(4 f 3 + 27g2). The one we
use here with the extra factor of 1728 = 123 is the normalization used by number
theorists. It matches the conventions of Deligne and Tate.

Remark 7.8 (The j-map is not injective) Let K be a field containing a nonzero
element λ which has no square root in K . Two elliptic curves with the same j-
invariant are isomorphic in a quadratic or cubic extension of the field. The elliptic
curves E1 : y2 = x3 + f x + g and E2 : y2 = x3 + λ2 f x + λ3g are not isomorphic
over K even though they have the same j-invariant. They become isomorphic over
any field extension K ′ of K containing a square root of λ.

7.3.5 Deligne’s Formulaire

In this section, we would like to collect important definitions and formulas for an
elliptic curve in Weierstrass form:

y2z + a1xyz + a3yz
2 = x3 + a2x

2z + a4xz
2 + a6z

3. (7.38)

We follow Tate’s notation [4, 29]. Geometrically, the marked point of theWeierstrass
form of an elliptic curve is its intersection point with the line at infinity z = 0, namely
the point [x : y : z] = [0 : 1 : 0], which is a point of inflection and the only point
at infinity of the curve. The curve is called a Weierstrass normal form since (in
characteristic different from 2 and 3) after the change of variables:

℘ = x + 1

12
(a21 + 4a2), ℘ ′ = 2y + a1x + a3, (7.39)

it reduces to the traditional cubic equation satisfied by the Weierstrass ℘-function
and its derivative:

E : (℘ ′)2 = 4℘3 − g2℘ − g3. (7.40)

The Néron differential associated to the elliptic curve is the the differential invariant
under translations in the group law and defined as follows:

ω = dx

2y + a1x + a3
= dy

3x2 + 2a2x + a4 − a1y
=

(
= d℘(z)

℘ ′(z)
= dz

)
. (7.41)

A curve given by a Weierstrass equation is singular if and only if its discriminant
Δ is zero. If we denote by k̄ the algebraic closure of k, two smooth elliptic curves
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are isomorphic over k̄ if and only if they have the same j-invariant. We recall the
formulaire of Deligne and Tate which is useful to express the discriminant Δ, the
j-invariant and to reduce the Weierstrass equation into simpler forms:

b2 = a21 + 4a2, b4 = a1a3 + 2a4, b6 = a23 + 4a6, (7.42)

b8 = b2a6 − a1a3a4 + a2a
2
3 − a24, (7.43)

c4 = b22 − 24b4, c6 = −b32 + 36b2b4 − 216b6, (7.44)

Δ = −b22b8 − 8b34 − 27b26 + 9b2b4b6, (7.45)

j = c34
Δ

(7.46)

These quantities are related by the following relations:

4b8 = b2b6 − b24 and 1728Δ = c34 − c26. (7.47)

The variables b2, b4, b6 are used to express theWeierstrass equation after completing
the square in y by a redefinition

y 
→ y − 1

2
(a1x + a3z), (7.48)

which gives

zy2 = x3 + 1

4
b2x

2z + 1

2
b4xz

2 + 1

4
b6z

3. (7.49)

The variables c2, c4, and c6 are then obtained after eliminating the term in x2 by the
redefinition

x 
→ x − 1

12
b2z, (7.50)

which finally gives the short form of the Weierstrass equation:

zy2 = x3 − 1
48c4xz

2 − 1
864c6z

3. (7.51)

We will use the following normalization of the short Weierstrass equation (obtained
by introducing f = − 1

48c4 and g = − 1
864c6):

E : zy2 = x3 + f xz2 + gz3, Δ = −16(4 f 3 + 27g2), j = 1728
4 f 3

4 f 3 + 27g2
.

(7.52)

AWeierstrass equation is unique up to the following admissible coordinate trans-
formation - (with r, s, t, u ∈ k and u �= 0):
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x = u2x ′ + r, y = u3y′ + su2x ′ + t, (7.53)

under which we have

ua′
1 = a1 + 2s,

u2a′
2 = a2 − sa1 + 3r − s2,

u3a′
3 = a3 + ra1 + 2t,

u4a′
4 = a4 − sa3 + 2ra2 − (t + rs)a1 + 3r2 − 2st,

u6a′
6 = a6 + ra4 + r2a2 + r3 − ta3 − r ta1 − t2, (7.54a)

u2b′
2 = b2 + 12r,

u4b′
4 = b4 + rb2 + 6r2,

u6b′
6 = b6 + 2rb4 + r2b2 + 4r3,

u8b′
8 = b8 + 3rb6 + 3r2b4 + r3b2 + 3r4, (7.54b)

u4c′
4 = c4, u6c′

6 = c6, (7.54c)

u12Δ′ = Δ, uω′ = ω, j ′ = j. (7.54d)

7.4 Kodaira–Néron Classification of Singular Fibers

For an elliptic fibration ϕ : Y → B, a smooth fiber is isomorphic to a torus C/(Z +
τZ) where τ lives in the upper-half planeH . Two elliptic curves with period τ and
τ ′ are isomorphic if and only if they are related by a modular transformation:

τ ′ = aτ + b

cτ + d
,

(
a b
c d

)
∈ SL(2,Z). (7.55)

The elliptic fibration admits a discriminant locus over which the fibers are singular.
Let B∗ be the locus of points p of B such that the fiber Yp over p is a smooth curve.
By considering the ambiguity, we have a period mapping function τ : U → H from
the universal covering spaceU of B∗ into the upper-half planeH and a monodromy
representation

μ : π1(B
∗) → SL(2,Z), (7.56)

such that for γ ∈ π1(B∗) and p ∈ U

τ(γ p) = aγ τ + bγ

cγ τ + dγ

, μ(γ ) =
(
aγ bγ

cγ dγ

)
∈ SL(2,Z). (7.57)
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Table 7.1 Quasi-unipotent matrices in SL(2,Z)

Ia (a ∈ Z) II III IV(
1 a

0 1

)
= T⊗a

(
1 1

−1 0

)
= −(ST )2

(
0 1

−1 0

)
= −S

(
0 1

−1 −1

)
= −ST

I∗b (b ∈ Z) II∗ III∗ IV∗
(

−1 −b

0 −1

)
= −T−b

(
0 −1

1 1

)
= ST

(
0 −1

1 0

)
= S

(
−1 −1

1 0

)
= (ST )2

7.4.1 Monodromy

For a proper map ϕ : Y → B between smooth projective varieties, the monodromy
around a point of the discriminant locus with at most normal crossing singularity is
a quasi-unipotent matrix by Borel’s lemma [20]. We recall the definition of quasi-
unipotent and give a classification for SL(2,Z) following Kodaira.

Definition 7.12 A matrix M is said to be quasi-unipotent if all its eigenvalues are
roots of the unit. That is, there are integers n, k ≥ 1 such that (Mk − Id)n = 0.

In the case of SL(2,Z), quasi-unipotent matrices up to conjugation form eight dif-
ferent classes:

Lemma 7.6 (Kodaira [12]) A quasi-unipotent matrix in SL(2,Z) is conjugated
exactly to one of the matrices in Table7.1.

These eight conjugation classes provide a classification of the type of singular
fibers over a general point of a component of the discriminant locus assuming that
the singularity at that point is at most a normal crossing singularity.

7.4.2 Fiber Type

The local ring of a subvariety S of X is denotedOX,S , its maximal ideal isMX,S , and
the quotient field is the residue field κ(V ) = OX,S/MX,S . The local ring OX,S is the
stalk of the structure sheaf of X at the generic point ηS of S, and κ(S) is the function
field of S. If S is a divisor, OX,S is a one-dimensional local domain. In case X is
non-singular along S, OX,S is a discrete valuation ring and the order of vanishing is
given by the usual valuation.

Definition 7.13 (Fiber over a point) Let ϕ : Y −→ B be a morphism of schemes.
For any p ∈ B, the fiber over p is denoted Yp and defined using a fibral product1 as

1Given three sets (A1, A2, and S) and two maps ϕ1 : A1 → B and ϕ2 : A2 → B, we define the
fibral product A1 ×S A2 as the subset of A1 × A2 composed of couples (a1, a2) such that ϕ1(a1) =
ϕ2(a2).
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Table 7.2 Allowed collisions
of a Miranda model

j = ∞ j = 0 j = 1728

IM1 + IM2

IM1 + I ∗
M2

II + IV

II + I ∗
0

II + IV∗

IV + I ∗
0

III + I∗0

Yp = Y ×B Spec κ(p).

The first projection Yp −→ Y induces an homeomorphism from Yp onto f −1(p)
[13, Sect. 3.1 Proposition 1.16]. The second projection gives Yp the structure of a
scheme over the residue field κ(p).

If p is not a closed point,2 the residue field κ(p) is not necessarily algebraically
closed. Certain components of Yp could be κ(p)-irreducible (i.e., irreducible when
defined over κ(p)), while they become reducible after an appropriate field extension.
An irreducible scheme over a field k is said to be geometrically irreducible when
it stays irreducible after any field extension. The most refined description of the
fiber Yp is always the one corresponding to the algebraic closure κ(p) of κ(p). This
motivates the following definition (Table7.2).

Definition 7.14 The geometric fiber over p is the fiber Yp ×κ(p) κ(p), the fiber Yp

after the base change induced by the field extension κ(p) → κ(p) to the algebraic
closure of κ(p).

By construction, a geometric fiber is always composed of geometrically irreducible
components.

Definition 7.15 We say that the type of a fiber Yp is geometric if it does not change
after a field extension.

For an elliptic n-fold, the Kodaira fibers are also the geometric generic fibers of
the irreducible components of the reduced discriminant locus.

Definition 7.16 (Algebraic cycle) An algebraic cycle of a Noetherian scheme X is
a finite formal sum

∑
i ni Vi of subvarieties Vi with integer coefficients ni . If all the

subvarieties Vi have the same dimension d, the cycle is called a d-cycle. The free
group generated by subvarieties of dimension d is denoted Zd(X). The group of
all cycles, denoted Z(X) = ⊕

d Zd(X), is the free group generated by subvarieties
of X .

Definition 7.17 (Degree of a zero-cycle [9, Chap. 1, Definition 1.4, p. 13]) Let X
be a complete scheme. The degree of a zero-cycle

∑
ni pi of X is deg(

∑
i ni pi ) =∑

i ni [κ(pi ) : k], where [κ(pi ) : k] is the degree of the field extension κ(pi ) → k.

Let Θ be an algebraic one-cycle with irreducible decomposition Θ = ∑
i miΘi .

We denote by Θi · Θ j the zero-cycle defined by the intersection of Θi and Θ j for

2For example, if p is the generic point of a subvariety of B.
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i �= j . A n-point of an algebraic one-cycle Θ is a point in
⋃

i Θi , which belongs to
exactly n distinct irreducible components Θi . An algebraic one-cycle Θ is said to
be a tree if it does not have n-points for n > 2. Two curves intersect transversally if
their intersection consists of isolated reduced closed points.

Following Kodaira [12], we introduce the following definition:

Definition 7.18 (Fiber type) By the type of an algebraic one-cycle Θ ∈ Z1(X) with
irreducible decomposition Θ = ∑

i miΘi , we mean the isomorphism class of each
irreducible curve Θi , together with the topological structure of the reduced polyhe-
dron

∑
Θi (that is, the collection of zero-cycles Θi · Θ j (i �= j)), and the homology

class of Θ = ∑
i miΘi in the Chow group A1(X).

Example 7.1 For instance, Θ1 · Θ2 = 2p1 + 3p2 indicates that the two curves Θ1

andΘ2 meet at two points p1 and p2 with respective intersectionmultiplicity 2 and 3.

Definition 7.19 (Dual graph) To an algebraic one-cycle Θ with irreducible decom-
position Θ = ∑

i miΘi , we associate a weighted graph (called the dual graph of Θ)
such that:

• The vertices are the irreducible components of the fiber.
• The weight of a vertex corresponding to the irreducible component Θi is its mul-
tiplicity mi . When the multiplicity is one, it can be omitted.

• The vertices corresponding to the irreducible components Θi and Θ j (i �= j) are
connected by Θ̂i, j = deg(Θi · Θ j ) edges.

Definition 7.20 (Kodaira symbols, See [12]) Kodaira has introduced the following
symbols characterizing the type of one-cycles appearing in the study of minimal
elliptic surfaces. See Table7.3 for a visualization of these fibers.

1. Type I0: a smooth curve of genus 1.
2. Type I1: an irreducible nodal rational curve.
3. Type II: an irreducible cuspidal rational curve.
4. Type I2: Θ = Θ1 + Θ2 and Θ1 · Θ2 = p1 + p2: two smooth rational curves

intersecting transversally at two distinct points p1 and p2. The dual graph of
I2 is Ã1.

5. Type III: Θ = Θ1 + Θ2 and Θ1 · Θ2 = 2p: two smooth rational curves inter-
secting at a double point. Its dual graph is Ã1.

6. Type IV: Θ = Θ1 + Θ2 + Θ3 and Θ1 · Θ2 = Θ1 · Θ3 = Θ2 · Θ3 = p: a 3-star
composed of smooth rational curves. Its dual graph is Ã2.

7. Type In (n ≥ 3): Θ = Θ0 + · · · Θn with Θi · Θi+1 = pi i = 0, . . . , n − 1 and
Θn · Θ0 = pn . Its dual graph is the affine Dynkin diagram Ãn−1.

8. Type I∗n (n ≥ 0): Θ = Θ0 + Θ1 + 2Θ2 + · · · + 2Θn+2 + Θn+3 + Θn+4, with
Θi · Θi+1 = pi (i = 1, . . . , n + 2), Θ0 · Θ2 = p0, Θn+4 · Θn+2 = pn+4. The
dual graph is the affine Dynkin diagram D̃4+n .

9. Type IV∗: Θ = Θ0 + Θ1 + 2Θ2 + 2Θ3 + 3Θ4 + 2Θ5 + Θ6 with Θi · Θi+1 =
pi (i = 3, . . . , 6), Θ1 · Θ3 = p1, Θ0 · Θ2 = p0, Θ2 · Θ4 = p2. The dual graph
is the affine Dynkin diagram Ẽ6.
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Table 7.3 Kodaira–Néron classification of geometric fibers over codimension-one points of the
base of an elliptic fibration [12, 19]. The type of the fiber is given by its Kodaira symbol. In the
second, third, and fourth column, ν(A) is the valuation of A. The j-invariant of the I∗0 is never ∞
and can take any finite value

Type v(c4) v(c6) v(Δ) j Monodromy Fiber
Dual
Graph

I0 ≥ 0 ≥ 0 0 I2 Smooth Elliptic Curve -

I1 0 0 1 ∞
(
1 1
0 1

)
(curve of arithmetic genus 1 with a nodal singularity)

Ã0

II ≥ 1 1 2 0

(
1 1

−1 0

)
(curve of arithmetic genus 1 with a cuspidal singularity)

Ã0

III 1 ≥ 2 3 1728

(
0 1

−1 0

)
Two rational curves intersecting at a double point

Ã1

IV ≥ 2 2 4 0

(
0 1

−1 −1

)
Ã2

In 0 0 n > 1 ∞
(
1 n
0 1

) 1

1 1 1 1

n nodes

Ãn−1

I∗n 2 ≥ 3 n+6 ∞
(−1 −n

0 −1

) 1

1

2 2 2

1

1

n+5 nodes

D̃n+4

≥ 2 3 n+6

IV∗ ≥ 3 4 8 0

(−1 −1
1 0

) 1 2 3 2 1

2

1

Ẽ6

III∗ 3 ≥ 5 9 1728

(
0 −1
1 0

)
1 2 3 4 3 2 1

2

Ẽ7

II∗ ≥ 4 5 10 0

(
0 −1
1 1

)
1 2 3 4 5 6 4

3

2
Ẽ8
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10. Type III∗: Θ = Θ0 + 2Θ1 + 2Θ2 + 3Θ3 + 4Θ4 + 3Θ5 + 2Θ6 + Θ7 with Θi ·
Θi+1 = pi (i = 3, . . . , 6),Θ1 · Θ3 = p1,Θ0 · Θ1 = p0,Θ2 · Θ4 = p2. The dual
graph is the affine Dynkin diagram Ẽ7.

11. Type II∗: Θ = 2Θ1 + 3Θ2 + 4Θ3 + 6Θ4 + 5Θ5 + 4Θ6 + 3Θ7 + 2Θ8 + Θ0,

withΘi · Θi+1 = pi (i = 3, . . . , 7),Θ1 · Θ3 = p1,Θ8 · Θ0 = p8, andΘ2 · Θ4 =
p2. The dual graph is the affine Dynkin diagram Ẽ8.

While the dual graph of a Kodaira fiber is an affine Dynkin diagram of type Ãk ,
D̃4+k , Ẽ6, Ẽ7, or Ẽ8, the dual graph of the generic (arithmetic) fiber itself can also
be a twisted Dynkin diagram of type B̃t

3+k , C̃
t
2+k , G̃

t
2, or F̃ t

4 . This is reviewed in
Table7.5. These dual graphs are not geometric in the sense that after an appropriate
base change, they become D̃4+n , Ã2+2k or Ã1+2k , and Ẽ6, respectively. The Kodaira
fibers of the following type never need a field extension: I1, II, III, III∗, and II∗.

The remaining Kodaira fibers (IV, In>1, I∗n , and IV∗) can come from fibers Yp

whose types are not geometric and require at least a field extension of degree 2 to
describe a fiber with a geometric type. When the fiber Yp has a geometric type, the
type of the fiber is said to be split. Otherwise, the type of Yp is said to be non-split.
When that is the case we mark the fiber with an “ns” superscript: IVns, Insn , I

∗ns
n ,

(n ≥ 2) and IV∗ns. When a field extension is not needed, the fibers are marked with
an “s” superscript (“split”): IVs, Isn , I

∗s
n , (n ≥ 2) and IV∗s. The fiber of type I∗0 can

be split, semi-split, or non-split if the Kodaira types require no field extension, at
field extension of degree 2, or a field extension of degree 3. The corresponding dual
graphs are, respectively, G̃t

2, B̃
t
3, and D̃4.

7.4.3 Tate’s Algorithm

Let R be a complete discrete valuation ring with valuation v, uniformizing parameter
s, and perfect residue field κ = R/(s). We are interested in the case where κ has
characteristic zero. We recall that a discrete valuation ring has only three ideals,
the zero ideal, the ring itself, and the principal ideal sR. It follows that the scheme
Spec(R) has only two points3: the generic point (defined by the zero ideal) and the
closed point (defined by the principal ideal sR).

Let E/R be an elliptic curve over R with Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6, ai ∈ R.

The generic fiber is a regular elliptic curve. After a resolution of singularities, we
have a regular model E over R and the special fiber is the fiber over the closed point
of Spec R.

Tate’s algorithm determines the type of the geometric special fiber over the closed
point of Spec(R) by manipulating the valuations of the coefficients and the discrim-
inant and the arithmetic properties of some auxiliary polynomials. The type of the

3As usual we take the convention in which the ring itself is not a prime ideal.
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geometric fiber is given by its Kodaira’s symbol. The special fiber becomes geometric
after a quadratic or a cubic field extension κ ′/κ . Keeping track of the field exten-
sion used gives a classification of the special fiber as a κ-scheme as discussed, for
example, in [13, Sect. 10.2]. The information on the required field extension needed
to have geometrically irreducible components is already carefully encoded in Tate’s
original algorithm, as it is needed to compute the local index.

Tate’s algorithm consists of the following eleven steps (see [28],
[23, Sect. IV.9], [6]).

Step 1. v(Δ) = 0 =⇒ I0.
Step 2. If v(Δ) ≥ 1, change coordinates so that v(a3) ≥ 1, v(a4) ≥ 1, and

v(a6) ≥ 1.
If v(b2) = 0, the type is Iv(Δ). To have a fiber with geometric irreducible
components, it is enough to work in the splitting field κ ′ of the following
polynomial of κ[T ]:

T 2 + a1T − a2.

The discriminant of this quadric is b2. If b2 is a square in κ , then κ ′ = κ ,
otherwise κ ′ �= κ:
(a) κ ′ = κ =⇒ Isn (b) κ ′ �= κ =⇒ Insn

Step 3. v(b2) ≥ 1, v(a3) ≥ 1, v(a4) ≥ 1, and v(a6) = 1 =⇒ II.
Step 4. v(b2) ≥ 1, v(a3) ≥ 1, v(a4) = 1, and v(a6) ≥ 2 =⇒ III.
Step 5. v(b2) ≥ 1, v(a3) ≥ 1, v(a4) ≥ 2, v(a6) ≥ 2, and v(b6) = 2 =⇒ IV.

The fiber has geometric irreducible components over the splitting field κ ′
of the polynomial

T 2 + a3,1T − a6,2

Its discriminant is b6,2. If b6,2 is a square in κ , then κ ′ = κ otherwise κ ′ �= κ .
(a) κ ′ = κ =⇒ IVs (b) κ ′ �= κ =⇒ IVns

Step 6. v(b2) ≥ 1, v(a3) ≥ 1, v(a4) ≥ 2, v(a6) ≥ 3, v(b6) ≥ 3, v(b8) ≥ 3. Then,
make a change of coordinates such that v(a1) ≥ 1, v(a2) ≥ 1, v(a3) ≥ 2,
v(a4) ≥ 2, and v(a6) ≥ 3. Let

P(T ) = T 3 + a2,1T
2 + a4,2T + a6,3

If P(T ) is a separable polynomial in κ , that is, if P(T ) has three distinct
roots in a field extension of κ , then the type is I∗0. The geometric fiber is
defined over the splitting field κ ′ of P(T ) in κ . The type of the special
fiber before to go to the splitting field depends on the degree of the field
extension κ ′ → κ:

• [κ ′ : κ] = 3 or 6 =⇒ I∗ns0 with dual graph G̃t
2.

• [κ ′ : κ] = 2 =⇒ I∗ss0 with dual graph B̃t
3.

• [κ ′ : κ] = 1 =⇒ I∗s0 with dual graph D̃4.
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where “ns”, “ss”, and “s” stand, respectively, for “non-split”, “semi-split”,
and “split”. In the notation of Liu, these fibers are, respectively, I∗0,3, I∗0,2,
and I∗0.

Step 7. If P(T ) has a double root, then the type is I∗n .
Make a change of coordinates such that the double root is at the origin. Then
v(a1) ≥ 1, v(a2) = 1, v(a3) ≥ 2, v(a4) ≥ 3, v(a6) ≥ 4, and v(Δ) =
n + 6 (n ≥ 1).

Step 8. If P(T ) has a triple root, change coordinates such that the triple root is
zero. Then, v(a1) ≥ 1, v(a2) ≥ 2, v(a3) ≥ 2, v(a4) ≥ 3, v(a6) ≥ 4.
Let

Q(T ) = T 2 + a3,2T − a6,4

If Q has two distinct roots (v(b6) = 4 or equivalently v(Δ) = 8), the type
is IV∗. The split type depends on the rationality of the roots. If b6,4 is a
perfect square modulo s, the fiber is IV∗s, otherwise the fiber is IV∗ns.
The split form can be enforced with v(a6) ≥ 5 and hence v(a3) = 2 to
ensure that v(b6) = 4.

Step 9. If Q has a double root, we change coordinates so that the double root is at
the origin. Then:
v(a1) ≥ 1, v(a2) ≥ 2, v(a3) ≥ 3, v(a4) = 3, v(a6) ≥ 5 =⇒ type III∗.

Step 10. v(a1) ≥ 1, v(a2) ≥ 2, v(a3) ≥ 3, v(a4) ≥ 4, v(a6) = 5 =⇒ type II∗.
Step 11. Else v(ai ) ≥ i and the equation is not minimal. Divide all the ai by si and

start again with the new equation.

7.5 Miranda Models

The theory of elliptic surfaces has been treated by Kodaira. The geometry of the
singular fibers is specially elegant. Singular fibers appear over isolated points on the
base where their positions are given by the zeros scheme of the reduced discriminant.
The complete list of singular fibers encompassed two infinite series (In and I ∗

n ) and
six exceptional cases (II, III, IV, IV∗, III∗, II∗). They can also be classified by their
monodromies, and they can be attributed a well-defined value for the j-invariant.
Namely j = 0 for the two infinite series (In, I ∗

n with n > 0), arbitrary for I ∗
0 , j = 0

for II, IV, IV∗, II∗ and j = 1728 for III and III∗. If a Weierstrass model is given, the
singular fibers can also be classified purely algebraically by Tate’s algorithm.

If the base of the fibration is higher dimensional, we can still use Kodaira results
and Tate’s algorithm over codimension-one loci in the base. But there is a new
challenge in determining the structure of singular fibers over higher codimensional
loci in the base, for example, at the collisions of several components of the discrim-
inant locus.
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Miranda has given an explicit algorithm for finding a resolution of an elliptic
threefold given by a (singular)Weierstrassmodels. Blowup the base until the reduced
discriminant locus has simple normal crossings. Continue further so that only one
of a small list of possible collisions between component of the discriminant locus
occurs. Namely the following seven possibilities:

This list of collisions is obtained by requiring three conditions:

1. The reduced discriminant has simple normal crossing.
2. Only fibers with the same j-invariant are allowed to collide. This ensures that

after the resolution, the j-invariant is a morphism.
3. Collisions that do not admit a small resolution are excluded. This ensures that the

resolution gives a flat fibration.

The only places where one leaves the category of schemes in Miranda’s resolution
is in using a small resolution of an ordinary double point in resolving the collision
IM1 + IM2 when M1 and M2 are both odd. One has to contract a ruled surface to a P1

to ensure that the fibers are unidimensional. However, if one blows up such a collision
point, one obtains over the exceptional curve a fiber of type IM1+M2 . Since M1 + M2

would be even, we can avoid collisions IM1 + IM2 with M1 and M2 odd. Miranda’s
construction is purely local. But he also shows that it is well defined globally.

Following Dolgachev and Gross [7], we define a Miranda elliptic fibrations as
follows:

Definition 7.21 (Miranda elliptic fibrations) AMiranda elliptic fibration is an ellip-
tic fibration ϕ : Y → B such that (1) Y and B are regular and ϕ is flat and admits
a section. (2) The discriminant locus has simple normal crossing. (3) All collisions
are of the following seven types IM1 + IM2 , IM1 + I ∗

M2
, II+IV, II+I ∗

0 , II+IV
∗, IV+I ∗

0
or III+I∗0.

7.5.1 Fibers at the Collisions of a Miranda Model

In Miranda models, in addition to the usual Kodaira fibers, there are new fibers
that appear in higher codimensions. For an elliptic threefold, we have fibers in
codimension-2 that could be one of the five exceptional types that are essentially
sequences chains of 3, 4 or 5 rational curves with multiplicities (see Table7.4).
There is also the fibers In and I ∗

n that can appear and a new infinite family called I ∗+
n

which admits as a dual graph the Dynkin diagram of Dn+5 (we recall that a fiber I ∗
n

has a dual graph D̃n+4. It consists of two rational curves ofmultiplicity one connected
to a chain of n + 2 rational curves of multiplicity 2. One can think of a I ∗+

n fiber
as a I ∗

n fiber in the limit in which one of the two pairs of curves of multiplicity one
is identified. Since there is a section, it is necessary the pair that does not intersect
the section.
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Table 7.4 Colliding singularities in an elliptic threefold as constructed by Miranda. The non-
Kodaira fiber I ∗+

n has the shape of a diagram of type Dn+4. The last column shows the fiber that
would be obtained for an elliptic with base a smooth curve passing through the point of collision.
The last column is what would be predicted by “applying” Tate algorithm in higher codimension

j-inv Collision Dual graph
if the base was a smooth curve
through the collision point

∞ IM1 + IM2

1

1 1 1 1

IM1+M2 nodes

same

∞ I2n+ I∗m

1

1

2 2 2

1

1
I∗n+m

1

1

2 2 2

1

1
I∗2n+m

∞ I2n+1+ I∗m

1

1

2 2 2

I∗+n+m

(n+m+4 components)

1

1

2 2 2

1

1
I∗2n+m+1

0
II+ IV

1 2 1 2 1

1

1I∗0

0
II+ I∗0 1 2 3

1 2 3 2 1

2

1

IV ∗

0
II+ IV ∗

1 2 3 4 2
1 2 3 4 5 6 4

3

2

II∗

0
IV + I∗0

1 2 4 2
1 2 3 4 5 6 4

3

2

II∗

1728
III+ I∗0

1 2 3 2 1
1 2 3 4 3 2 1

3III∗
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Table 7.5 Dual graphs for elliptic fibrations. The fiber type follows the notation of Liu [13,
Sect. 10.2]. A fiber type is called Td if the corresponding geometric fiber has Kodaira type T
and a field extension of at least degree d is necessary to make all the components of the fiber geo-
metrically irreducible. This indicates some nodes are not geometrically irreducible and split into d
geometrically irreducible curves after a field extension of degree d

fibrecirtemoegehtfohparglauDhparglauDepyTrebiF

IV2

Ã1

1 1
1

1

1

I∗�−3,2

B̃
t
�

(� ≥ 3)

1

1

2 2 2 1

1

1

2 2 2

1

1

I2�+2,1

C̃
t
�+1

(� ≥ 1)

1 1 1 1 1 1
1

1 1 1 1

1 1 1 1

1

I2�+3,2

C̃
t
�+1

(� ≥ 1)

1 1 1 1 1 1
1

1 1 1 1

1 1 1 1

1

1

IV∗
2

F̃
t
4

1 2 3 2 1

1 2 3 2 1

2

1

I∗2
B̃
t
3

1

2 1

1

2

1 1

1

1

I∗0,3
G̃
t
2

1 2 1 21
1

1

1
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7.5.2 Szydlo’s Generalization of Miranda Models

Assuming the same conditions as Miranda, Szydlo has analyzed the general case of
collisions in higher codimensions [26]. He assumes that the base scheme of the fibra-
tion is Noetherian, n-dimensional, regular, integral, and separated. He also allows
mixed characteristic.

Szydlo does not assume that the residue field is perfect, it follows that an irre-
ducible polynomial can have roots with multiplicity so that the roots only exist in
non-separable extension of the residue field. The translation needed in Tate’s algo-
rithm translates the singular point of aWeierstrassmodel to the origin and themultiple
root of certain quadratic polynomial to the origin (Table7.5).

Interestingly, starting from codimension-three, the only collisions possible are
those with J = ∞ (type In and I ∗

n ) with the following restrictions: There are at most
one fiber of type I ∗

n and at most one fiber of type I2m+1, and the number of fiber of
type I2n is bounded by the codimension of the collision. Taking this into account, we
have the following four types of collisions:

J = ∞ : I2n1 + · · · I2nk −→ I2n, n = n1 + · · · + nk
I2n1 + · · · + I2nk + I2r+1 −→ I2n+2r+1,

I2n1 + · · · + I2nk + I ∗
m −→ I ∗

n+m+1,

I2n1 + · · · + I2nk + I2r+1 + I ∗
m −→ I ∗+

n+r+m+1.

(7.58)

The resolution of the singularities at the collisions depends on some discrete
choices. In particular, the order in which the blowups are performed is crucial for
the final result. For example, Miranda and Szydlo don’t have the same results for the
collision I V + I ∗

0 and the justification can be traced back to different conventions
on how to order the blowups:

(Miranda) (Szydlo)

IV + I∗0 :
� � � �1 2 4 2 I∗0 + IV :

� � � �1 2 3 2

(7.59)
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Chapter 8
Batalin–Vilkovisky Formalism as a Theory
of Integration for Polyvectors

Pierre J. Clavier and Viet Dang Nguyen

Abstract The Batalin–Vilkovisky (BV) formalism is a powerful generalization of
the BRST approach of gauge theories and allows to treat more general field theories.
We will see how, starting from the case of a finite dimensional configuration space,
we can see this formalism as a theory of integration for polyvectors over the shifted
cotangent bundle of the configuration space and arrive at a formula that admits a
generalization to the infinite dimensional case. The process of gauge fixing and the
observables of the theory will be presented.

8.1 Motivations and Program

If you ask your best experimental physicist friendwhat theUniverse is, there is a good
chance that he will talk about particles; gluons and quarks, photons and fermions if
he is studying the small structures of matter at high energies. On the other hand, if he
is doing experimental astrophysics, he might discuss stars, black holes, and so on.

These objects are described by very different (and, to date, incompatible) theo-
ries: quantum field theory for the former, general relativity for the latter. However,
quantum field theory and general relativity have a point in common: they happen to
be gauge theories. The goal of the formalism devised by Batalin and Vilkovisky in
[1, 2] is to deal with such theories and some of their generalizations. For the sake of
completeness let us briefly, in non-technical terms, recall what a gauge theory is.
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Let us assume that you have a d-dimensional space-time M d . A field living on
that space is a function from this space-time to a target space which depends on the
theory under consideration: It isR for a scalar field theory, a vector space for a vector
field theory, and so on. The guiding principle of a gauge theory is to reparametrize
your field by a “rotation”

Ψ (x) −→ eiθΨ (x).

This is rather similar to the invariance under rotation of the wavefunctions solutions
of the Schrödinger equation in usual quantum mechanics. This reparametrization is,
however, a generalization of quantum mechanics in two important ways.

• The reparametrization can be made into a group more general than the groupU (1)
of rotations. We will typically say that the reparametrization parameter θ is an
element of some semi-simple Lie algebra g. This algebra will be called the gauge
algebra.

• This θ ∈ g has a value that depends on the point of space-time at whichwe evaluate
the field Ψ : θ = θ(x).

We call gauge theory a theory that has the invariance under such a reparametrization,
plus the usual properties of any nice physical theory: Lorentz invariance, locality,
renormalizability (in the case of quantum field theories).

Now, one of the arguably most elegant formulations of physics is known as the
path-integral formalism. It was devised by Feynman in [7]. It rests upon the observa-
tion that the basic principles of quantum mechanics forbid us to determine by what
slit a photon goes in the double slots experiment, or more precisely, it states that this
is a meaningless question. Then, one can increase the number of screens with two
slots on them between the photon’s emission and detection points. For each of the
screens, there is no meaning to ask to which slot the photon went through. Therefore,
in the limit of an infinite number of screens, we conclude that we cannot tell which
path a photon follows from a to b: One has to make a (weighted) average over all
possible paths, that is to perform an integration over the space of paths.

Two obvious difficulties arise. The first one is that the space of paths is huge,
typically having an uncountable number of dimensions. Integrals are in general ill-
defined in such spaces. The second one comes from the gauge freedom: If two paths
can be mapped to each other by a gauge transformation, they correspond to the same
physical path, and we shall not count both.

Let us briefly explain the program behind the BV formalism. First, we take a finite
dimensional configuration space M , N = dim(M). Then, naively, we can imagine
our observables as elements of C∞(M). Path integral has to be an evaluation map

<>: C∞(M) −→ R.

The most natural way to do this is to choose a volume form Ω ∈ ΛN T ∗M and to
define, for an observable f ∈ C∞(M)
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C ∞(M)

ΛNT ∗M

Λ 1TMΛ 2TM. . .

ΛN−1T ∗MΛN−2T ∗M. . .

ΔΩ ΔΩ ΔΩ <>

.Ω
M f .Ω

d d d

ΩΩ

Fig. 8.1 A summary of the BV program

< f >=
∫
M

f Ω.

This has two assets. First, the integration of forms is a powerful, very well understood
tool. Second, it provides an equivalence relation between elements ofC∞(M)which
have the same evaluation: If f Ω and f ′Ω differ by a d-exact term (where d is the
de Rham differential), then they give rise to the same measured values. Hence, we
understand that the true observables are rather elements of the de Rham cohomology
group. This remark gives some hope about our ability to treat gauge theories.

However, it also suffers from two serious drawbacks: The notion of a top form
does not have a clear meaning in the infinite dimensional case, and even less so if
the dimension is uncountably infinite, as it will be in the cases of interest. Moreover,
Ω might not exist.

The BV formalism offers an escape road to these drawbacks. The idea is to work
with polyvectors rather than with forms, since a N − 1 form is the contraction of a
1-polyvector with a N form. We gain in that we can work with polyvectors even in
the infinite dimensional case! The usual concepts of integration can be lifted to the
level of polyvectors and arrived at a formulation that admits a natural generalization
to the infinite dimensional case. This project is summarized in Fig. 8.1.

The plan of this paper is the following: In the subsequent second section, we will
define the BV integral and state some of its properties.1 The third section will make
explicit how to deal with the gauge freedom within the BV formalism and will intro-
duce the Schouten–Nijenhuis brackets when working in simple (but still interesting)
gauge theories. The fourth section will present the famous master equations and give
a few consistency checks on the set of observables built within the BV framework.
The conclusion contains a discussion on the reasons why one might be interested in
studying the BV formalism.

1In most of the case, only hints of proofs will be given, first to keep this text within a reasonable
size, and second to clarify the idea of the construction. In practice, this will make the next section
quite short.
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8.2 BV Integral

From now on, we will use the so-called shift isomorphism. Let M be a finite dimen-
sional vector space. The space of polyvectors is isomorphic (as a vector space) to the
space of functions on the shifted cotangent space:

ΛT M � C∞(ΠT ∗M). (8.1)

We denote by ΠM the vector space M shifted by 1. Here shifted means that we
reverse the parity of coordinates: Fermionic coordinates are now bosonic and vice
versa. Let (ea)a be a basis of M . Then, the ea are linear coordinates on M∗, and the
isomorphism is given in term of the basis by

ea1 ∧ · · · ∧ eak 	→ (
ea1 . . . eek

)
,

(extended by linearity). The left-hand side of the above map is a polyvector, while
the right-hand side is a polynomial. The basic idea behind the proof is that both sides
have the same parity (that is why we have ΠT ∗M) and that all functions on a shifted
space (which we call superfunctions) are polynomials. Hence, in the following, we
will freely use this isomorphism, and in particular we will often write polyvectors as
superfunctions.

8.2.1 BV Laplacian

In Fig. 8.1, we were imprecise when writing a polyvector field as an element of
ΛpT M , while a polyvector is instead a section of the bundle ΛpT M above M ,
exactly like a form is a section of the cotangent bundle ΛqT ∗M . This distinction is
often neglected in Physics, for going from one to the other boils down to specifying a
basis on M . However, we have α ∈ Γ (M,Λp(T M)). Then the contraction operator
� is a map

� : Γ (M,Λp(T M)) × Γ (M,Λq(T ∗M)) → Γ (M,Λq−p(T ∗M)) (8.2)

defined for p = 1 by (X�ω)(X1, . . . , Xq−1) := (ιXω)(X1, . . . , Xq−1) = ω(X, X1,

. . . , Xq−1) and is then extended by (α ∧ β)�ω = α�(β�ω).
Now, let α be a polyvector2 and Ω a well behaved (i.e., nowhere vanishing)

volume form. Then ΔΩ is the operator from Γ (M,Λp(T M)) to Γ (M,Λp−1(T M)

defined by
(ΔΩα)�Ω = d(α�Ω). (8.3)

2A polyvector field, to be precise but in the following we will not bother writing field everywhere.
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If we denote by FΩ the isomorphism

FΩ : α ∈ Γ (M,ΛT M) 	−→ α�Ω ∈ Γ (M,ΛT ∗M) (8.4)

then F−1
Ω is well defined since Ω was assumed to vanish nowhere. Thus

ΔΩ = F−1
Ω ◦ d ◦ FΩ (8.5)

where d is the usual de Rham differential. The homology of this operator is described
in the subsequent lemma.

Lemma 1 Let Ω be a volume form and ΔΩ be its associated BV Laplacian. Then
the operator ΔΩ defined above satisfies Δ2

Ω = 0.

In the remaining parts of this text, we will use the usual terminology and call a
polyvector α to be ΔΩ -closed when ΔΩα = 0 and ΔΩ -exact when there exists a
polyvector β such that α = ΔΩβ.

WhileΔΩ depends on the chosen volume form, wewill show later that the observ-
ables, built as elements of the homology complex of ΔΩ do not. Moreover one can
relate the various BV Laplacians to each others, as we will see with (8.15).

8.2.2 Definition of the Integral

Given a well-behaved volume form Ω and its associated BV Laplacian ΔΩ , we
define the BV integral of a polyvector field α as

∫ BV

ΠN ∗Σ
α =

∫
Σ

α�Ω

where N ∗Σ is the conormal ofΣ , which means the part of the cotangent space T ∗M
which vanishes on the tangent ofΣ . It is a space of dimension N = dim(M). Indeed,
if dim(Σ) = p, then N ∗Σ has N − p dimensions in the fiber. This definition can be
justified in the finite dimensional case byworking out its right-hand sidewith the shift
isomorphism until we reach the left-hand side. To make the link with the language of
symplectic geometry, let us notice that conormal spaces are examples of Lagrangian
submanifolds of T ∗M endowed with its natural symplectic form dxi ∧ dx∗

i .
With this definition of the BV integral at hand, most of the important theorems

of integration of forms can be translated as results on the integration of polyvectors.
The first is the following counterpart to the Stokes theorem.

Theorem 2 Let Ω be a volume form and ΔΩ be its associated BV Laplacian. Let
Σ be a smooth submanifold with smooth boundary ∂Σ . Then for any polyvector
α ∈ C∞(ΠT ∗M): ∫ BV

ΠN ∗∂Σ

α =
∫ BV

ΠN ∗Σ
ΔΩα.
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Proof

∫ BV

ΠN∗∂Σ

α =
∫

∂Σ

α�Ω by definition of the BV integral,

=
∫

Σ

d(α�Ω) by the usual Stokes theorem, and with d the de Rham differential,

=
∫

Σ

(ΔΩα)�Ω by definition ofΔΩ,

=
∫ BV

ΠN∗Σ

ΔΩα. by definition of the BV integral.

This result has an obvious corollary.

Corollary 3 Let Σ1, Σ2 be two smooth submanifolds belonging to the same homol-
ogy class. Then for any ΔΩ -closed polyvector α ∈ C∞(ΠT ∗M):

∫ BV

ΠN ∗Σ1

α =
∫ BV

ΠN ∗Σ2

α.

Finally, there is also a very simple but important lemma coming from the previous
definitions.

Lemma 4 If a polyvector α is ΔΩ -exact, then

∫ BV

ΠN ∗Σ
α = 0

This lemma is the equivalent to the Poincaré lemma for forms.
As for the Theorem2, the proofs of this corollary and of this lemma are fairly

easy and follow simply from playing with the definition of the BV integral and the
usual integration of forms.

8.2.3 Advantages of the BV Formalism

Having defined the BV integral, we may start answering a simple question: What
are the advantages of the BV formalism over other approaches such as the Faddeev–
Popov determinant or the BRST formalism. We will give the historical answer here.
Other arguments in favor of the BV formalism will be given in the conclusion.

A symmetry is said to be openwhen it is fulfilled only on-shell, that is on the critical
domain of the action S0, i.e., on the submanifold of the configuration space where
the fields are solutions to the usual equations of motion. The archetypal example of
a physical theory with open symmetries is supergravity without auxiliary fields. As
first noticed in [11], when working in a theory with open symmetries, we might end
up with quartic ghost terms in the gauge-fixed lagrangian.
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In the Faddeev–Popov formalism, ghosts are interpreted as fermionic variables
coming from the restriction of the domain of integration. This restriction is performed
with delta functions, and brings a determinant, written as an integral over fermionic
variables: the ghosts. Therefore, we do not have many freedom on the ghost terms
that can be treated in the Faddeev–Popov formalism. In particular, quartic terms are
not allowed, thus the Faddeev–Popov formalism is not adapted to the treatment of
theories with open symmetries.

On the other hand, once again in the case of a theory with open symmetries, one
can show that the BRST differential does not square to zero off-shell, hence making
the BRST cohomology ill-defined. This is clearly explained in [13], where more
references on the subject can be found.However, in sharp constrastwith the Faddeev–
Popov and BRST formalisms, since the BV formalism is a theory of integration,
one can treat much more general functions than in the Faddeev–Popov formalism,
and the well-definiteness of the integral does not depend on the precise form of
these functions. Therefore, this formalism is particularly adapted to the treatment of
theories with open symmetries.

Another reason to prefer the BV formalism over other approaches is that some
questions are easier to answer with it. In particular, Jean Zinn-Justin and Laurent le
Guillou first developed an equivalent formalism (which corresponds to the classical
version of the formalism presented here) to study anomalies in gauge theories. Nowa-
days, anomalies are still often studied within the framework of the BV formalism.

Other arguments in favor of the BV formalismwill be presented in the conclusion,
for they involve contemporary concerns that can be treated with it.

8.3 Gauge Fixing

8.3.1 Gauge Fixing in BV Formalism

We are now ready to handle gauge freedom. We have two types of freedom: the
choice of the volume form Ω , and the choice of the surface Σ to integrate over.
Which one corresponds to the gauge freedom, and which one is a spurious choice,
in which case we will make sure that have the evaluation of observables does not
depend on it?

To answer this question, it is useful to realize that, in the finite dimensional case,
we have ∫

M
eiS/�Ω =

∫ BV

0
ei S/�.

Here 0 is the conormal of M , which has its N dimensions on the base space M , and
none on the fiber i.e., it is the zero section of the shifted cotangent bundle ΠT ∗M .
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But 0 is a very bad choice of integration domain inΠT ∗M! Indeed, in the infinite
dimension limit, this integral will diverge, due to the gauge freedom. The reason for
this is that 0 is identified (as a Lagrangian submanifold of ΠT ∗M) with M , and that
the gauge group g is a symmetry of the theory, the integrand is left unchanged under
the action of the group g. Hence, in the infinite dimensional limit, we find an integral
over a non-compact domain of a constant.

Fortunately, Corollary3 tells us that if an integrand is ΔΩ -closed, then one can
change thedomainof integration inΠT ∗M without changing thevalueof the integral.
More precisely, if Σ is a smooth submanifold of M and if the integration domain in
ΠT ∗M isΠN ∗Σ (the conormal space ofΣ), then without changing the value of the
integral, we can integrate over ΠN ∗Σ ′, provided that Σ ′ is in the same homology
class of M than Σ . Hence, the choice of a gauge will be the choice of a surface Σ to
integrate over in ΠT ∗M . And, of course, saying that a quantity A is gauge invariant
amounts to requiring that such a change of the integration surface will not change the
value of the integral. Hence, the ΔΩ -closedness condition is the gauge-invariance
condition.

Now, a question a reader may raise is to which extent can we explicitly describe
the allowed integration surfaces? Homology is a notoriously difficult subject, so is
this definition of any practical interest? As a partial answer, we will show that we can
describe a non-trivial set of submanifolds on which it is legitimate to integrate. We
read this observation in [8], although the ideawas already present in the seminal work
of Batalin and Vilkovisky [2]. Take Ψ1, Ψ2 two smooth functions on M . Consider
the submanifolds LΨ j of ΠT ∗M defined by

(xi , x∗
i ) ∈ LΨ j ⇐⇒ Ψ j (x

i ) = 0, x∗
i = ∂Ψ j

∂xi
(8.6)

for j ∈ {1, 2}. Since we can build the homotopy

Ψt = tΨ1 + (1 − t)Ψ2,

wefind thatLΨ1 andLΨ2 are in the same homology class (ifM is connected). Finally,
since the zero section is defined by x∗

i = 0, we see that, for a smooth function Ψ ,
the submanifold LΨ defined in the same way as LΨi is an admissible submanifold
to be integrated over: It has the same homology class as the zero section.

With this picture in mind, we see that Lemma4 allows to say that two gauge-
invariant quantities that differ only by a ΔΩ -exact term will give the same observed
values, and thus actually lead to the same observables. In more rigorous terms, the
observables will be elements of the homology group of ΔΩ .

To summarize, the choice of the surface to integrate over is the choice of a gauge
in the usual formulations of gauge theories, and the condition of gauge invariance of
a quantity A is translated into ΔΩ(A) = 0. Hence, we will have to check that the set
of observables that we get at the end of this procedure does not depend on the choice
of the volume form Ω . This will be carried out at the very end of this presentation.
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8.3.2 Schouten–Nijenhuis Bracket

Before deriving the quantummaster equations, let us present the so-called Schouten–
Nijenhuis bracket for a special case on which we will focus from now on. We will
take our configuration space M to be

M = X × Πg (8.7)

where X is a space of fields (which is assumed to be bosonic), and Πg is the space
of ghosts of the theory. We will write (xi ) = (φi , cα) for a coordinate basis of M .
Then, the associated basis of ΠT ∗M is

(φ∗
i , c

∗
α, φi , cα). (8.8)

There is a natural grading on this space, defined by

|c∗
α| = −2 |φ∗

i | = −1 |φi | = 0 |cα| = +1 (8.9)

and | f.g| = | f | + |g|. Hence, antighosts c∗
α are bosonic, while the antifields φ∗

i and
the ghosts are fermionic.

Let us notice that if we had ghosts of ghosts3 they would be of degree +2, ghosts
of ghosts of ghosts would be of degree +3, and so on . . .

The Schouten–Nijenhuis bracket of two polyvectors F and G, seen as superfunc-
tions over ΠT ∗M , is defined as

{F,G} =
←−
∂ F

∂xi

−→
∂ G

∂x∗
i

−
←−
∂ F

∂x∗
i

−→
∂ G

∂xi
(8.10)

where the right derivative
−→
∂ is the usual derivative and the left derivative

←−
∂ is

defined by ←−
∂ F

∂y
= (−1)|y|(|F |+1) ∂F

∂y
. (8.11)

This bracket has many good properties (e.g., {F, .} is a graded derivation, and it
obeys a graded Jacobi identity), but they are tedious to show (essentially because of
the powers of −1) and left as an exercise. However, one of their important features
is their link to the BV Laplacian when written in coordinates.

3Such objects are needed when the Koszul homology is not a resolution, i.e., has non-trivial homol-
ogy groups other than the zeroth one. This will make the zeroth BRST cohomology not isomorphic
to the set of observables of the theory (see [8] for a clear proof of this statement), and has to be
cured with the Tate procedure [12] which will produce ghosts of ghosts and so on. A presentation
of BRST formalism coherent with the current notations can be found in [5].
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8.4 Master Equations

8.4.1 BV Laplacians in Coordinate

In order to derive the link discussed above, we take the configuration space of fields
X to be finite dimensional, with dim(X) = N . Let (φi )i=1,...,N be a basis of X and
Ω0 = dφ1 ∧ . . . ∧ dφN the associated canonical volume form. The BV Laplacian
associated to this volume form (which we will write Δ from now on) reads

Δ = ∂

∂φi

∂

∂φ∗
i

. (8.12)

The proof of this result follows directly from the definition of the BV Laplacian
(given by 8.3). Then, one can compute the right-hand side and the left-hand side
of (8.3) with the proposed Δ. It is very easy to see that both sides lie in the same
directions on ΠT ∗X , but the hard part is to check that they are actually equal.

We can then play the same game in the space ΠT ∗g, leading to the same result.
In order to generalize this to M = X × Πg, we have to merge our two partial Lapla-
cians. It turns out that the right way of doing so is to define the BV Laplacian Δ on
M to be

Δ = ∂

∂φi

∂

∂φ∗
i

− ∂

∂cα

∂

∂c∗
α

. (8.13)

Before going further, let us notice that we defined objects that admit a natural gen-
eralization to the infinite dimensional case! Indeed, one would just have to replace
the derivatives in the Schouten–Nijenhuis bracket and in this BV Laplacian by func-
tional derivatives to have operators on the configuration space of a quantum field
theory. We will nevertheless go on working in the finite dimensional setup to derive
the quantum master equations, but we have to keep in mind that what we are doing
has a meaning in the infinite dimensional case.

The Laplacian (8.13) has many interesting properties. An essential property is
that the Schouten–Nijenhuis bracket measures the obstruction preventing the BV
Laplacian Δ from being a (graded) derivation. More precisely

Δ( f g) = (Δ f )g + (−1)| f | f (Δg) + (−1)| f |{ f, g}. (8.14)

This property is important for it can be used as the starting point of another approach
of the BV formalism, developed in particular by OwenGwilliam and Kevin Costello.
The reader may want to look at the thesis [9] and the references therein for a detailed
presentation of this approach.

Lemma 5 (Gwilliam [9]) Δ is the unique translation invariant second-order differ-
ential operator that decreases the degree of the polyvectors it acts on by exactly 1
(for the grading defined above) and satisfies (8.14) for ΠT ∗X.
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The proof of this lemma relies on the study of the constraints set by (8.14) on the
free parameters of the most general translation invariant second-order differential
operator that decreases the degree of the polyvectors it acts on of exactly 1, which is

Δ = ai j (x)
∂

∂xi
∂

∂x∗
j

+ bi (x)
∂

∂x∗
i

+ c k
i j (x)x∗

k

∂

∂x∗
i

∂

∂x∗
j

.

In this alternative approach, everything derives from first principles, which might
make it more elegant than our down-to-earth approach. However, we believe that
the approach presented here is more constructive in the sense that every definition is
justified from physical considerations relative to the problem at hand.

We are now almost ready to derive the set of observables of our theory. We only
need one more detail, which will be important when having to show that this set of
observables is independent of the chosen volume formΩ . Any well-behaved volume
form Ω is still linked to the canonical volume form Ω0 by a conformal factor:

Ω = e f Ω0.

From the Definition (8.3), we see that the quantity that we have to compute to get
ΔΩ is

d(α�Ω) = d(e f α�Ω0) = e f (d(α�Ω0) + d f ∧ (α�Ω0)) .

Since e f d(α�Ω0) = (Δα)�Ω while e f d f ∧ (α�Ω0) = { f, α}�Ω , we have

ΔΩ = Δ + { f,−}. (8.15)

8.4.2 Quantum Master Equations

In order to derive the quantummaster equations, let us consider the canonical volume
form on the finite dimensional space M . Recall that a quantity is gauge invariant if,
and only if, it is Δ-closed. The very first thing to do is to check when the zero-point
function ∫

M
eiS/�Ω =

∫ BV

0
ei S/�.

is gauge invariant. This is therefore equivalent to solving the equation

Δ
(
ei

S
�

)
= 0 (8.16)

for S. This can be simplified by expanding the exponential, using the fact that Δ

is a derivation and showing by induction that ΔSn = nSn−1ΔS + n(n−1)
2 Sn−2{S, S}.
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After some work, we reach a very nice equation, which is generally called the quan-
tum master equation:

{S, S} − i�ΔS = 0. (8.17)

The classical master equation obtained from the quantum master equation by taking
the limit � → 0 reads {S, S} = 0. This is actually an important equation, but we will
not discuss it further.

We have already stated that any solution of this equation defines an action such that
the zero-point function of the theory arising from this action is gauge invariant. Then,
one can study the observables of the theory, and so on . . . In other words, the solution
of this equation gives all the possible theories with a given gauge symmetry. This is
why the study of the solutions of this QuantumMaster Equation is still nowadays an
active domain of research, see e.g., [10].

Before deriving the observables of a theory, an essential consistency check of
this construction is to make sure that the usual BRST action (when written in the
language of the BV formalism) defines a gauge-invariant zero-point function. This
will be stated in a forthcoming theorem, but for which we need a few definitions.

Let S0 be an action functional over X invariant under a gauge group g (let us
recall that this means that g is represented on the vector fields of X ), that is, for any
generator eα

ρ(eα)S0 = 0,

where ρ : g 	→ Γ (X, T X) is the representation function of g. Then, the BV action is

S = S0 + SE + SR = S0 + cαcβCγ

αβc
∗
γ︸ ︷︷ ︸

SE

+ ρi
αc

αx∗
i︸ ︷︷ ︸

SR

. (8.18)

One can view S as a perturbation of S0 in ΠT ∗M .4

To state the link between this action and the BRST formalism, let us say that
SE + SR is the symbol of the BRST differential (seen as a vector field) in ΠT ∗M .
The symbol of a vector field Q on a smooth manifold V of cotangent bundle π :
T ∗V 	→ V is defined as a function σ(Q) ∈ T ∗V such that the Hamiltonian vector
field {σ(Q), .} is a vector field on T ∗V whose horizontal part is just Q. In other
words, ∀ f ∈ C∞(V ), {σ(Q), π∗ f } = Q f .

Theorem 6 Let S = S0 + SE + SR the action definedabove andΔ theBVLaplacian
corresponding to the canonical volume form Ω0, if

• the Lie algebra g acts on X in such a way that it preserves the measure Ω0

• the Lie algebra g is unimodular,

then S is a solution of the Quantum Master Equation.

4Someone working in homology theory may ponder about this terminology.
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The proof of this theorem is quite long and far beyond the scope of this introduction.
It can be found in many places in the literature, and in particular in [5]. However,
interestingly, we haveΔS = {S, S} = 0. Hence, S is a solution of the classicalmaster
equation as well as the quantum master equation: We say that S is non-anomalous.

Indeed, the classical and quantum master equations encode, in a very deep sense,
the symmetries of the theory. Hence, the classical and the quantum version of the the-
ory have the same symmetries, which is exactly the definition ofwhat non-anomalous
mean. For completeness, let us point out that in the BV formalism, there is a weaker
version of non-anomalous, which is just that we can find a completion (order by
order in �) of a solution of the classical master equation such that this completion
fulfills the quantum master equation.

8.4.3 Observables in BV Formalism

Assuming that we have found an action S solution of the QuantumMaster Equation,
what are the observables of the theory? First of all, they have to be gauge-invariant
quantities so, according to the previous explanations

∫ BV
F ei S/� has to be well

defined, that is
Δ

(
F ei S/�

) = 0.

As for the QuantumMaster equation, expanding the exponential we eventually found
that this amounts to F being a solution of

{S,F } − i�ΔF = 0. (8.19)

This equation is the other quantummaster equation and justifies the plural form in the
title of this section. Now, observables will be equivalent classes of solutions of this
equation. Indeed, if Δ

(
F ei S/�

) = Δ
(
F ′ei S/�

) = 0 and if (F − F ′)ei S/� = ΔG
then for any Lagrangian submanifold Σ

∫ BV

ΠN ∗Σ
(F − F ′)ei S/� = 0,

i.e.,F andF ′ lead to the same measured values. Hence, we see that the observables
of the theory are instead elements of the zeroth homology group of

O = {S,−} − i�Δ. (8.20)

Finally, our last task is to check that these are independent of the choice of the volume
form Ω .
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So, let us assume that we have chosen an action S solution of the QuantumMaster
Equation. We want to know what are the observables of the theory, deriving them
for instance from the volume form

Ω = ei S/�Ω0.

With respect to this volume form, we rewrite the integral to be computed

∫ BV,Δ

ΠN ∗Σ
F ei S/� =

∫ BV,ΔΩ

ΠN ∗Σ
F :=

∫
Σ

F ei S/��Ω0,

where we have explicitly written the BV Laplacian with which every BV integral
is built. Therefore, for the right-hand side of this equation, the gauge-invariance
condition forF reduces to ΔΩF = 0.

Before we check that this is equivalent to the quantum master equation (8.19), let
us notice that until now, we have made sure that the two integrals are the same in
the finite dimensional case, and we just have to check that this equality is preserved
when on the level of the quantum master equations. This is motivated by the fact
that these quantum master equations are the starting point (in the BV approach) for
defining observables in quantum field theory.

From the relation (8.15), we see that

ΔΩF = 0 ⇔ ΔF + {i S/�,F } = 0 ⇔ {S,F } − i�ΔF = 0. (8.21)

Hence, the set of observables is independent of the choice of a volume form! Now,
we could have taken a more general volume form

Ω = e f Ω0,

in which case the zero-point function would be

∫ BV,ΔΩ

e− f ei S/� :=
∫

ei S/�Ω0 =
∫ BV,ΔΩ0

ei S/�.

Then one can check that

ΔΩ

(
e− f ei S/�

) = 0 ⇔ {S, S} − i�ΔS = 0.

One moreover checks that the set of observables is independent of f , that is

ΔΩ

(
e− f ei S/�F

) = 0 ⇔ {S,F } − i�ΔF = 0

if S is a solution of the Quantum Master Equation. This is only slightly more cum-
bersome than the case we treated in more details above.
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8.5 Conclusion

We have now presented the basics idea behind our approach of the BV formalism.
Many technical details were left behind the curtain, but we hope that the main philos-
ophy was somehow conveyed to the reader. Let us briefly summarize it here, before
saying a word on a few questions that are left unanswered in this text.

The BV formalism aims to deal with theories having a gauge symmetry. In such
theories, the action is invariant under the action of a group (the gauge group). Thus,
the integrand is constant over non-compact submanifolds of the configuration space,
making the path integral ill-defined. The BRST solution to this problem is to quotient
out the orbits of the gauge group and to declare that the real physically relevant
configuration space is the quotiented space.

The BV approach is quite different. The idea is to work in some extended con-
figuration space, that is on the shifted cotangent space of the initial configuration
space, and to view the path integral (in the finite dimensional case) as an integral
over some lagrangian submanifold of this extended space. One can change the inte-
gration domain without changing the value of the integral if the integrand has a nice
property (which is just gauge invariance) and if the new integration domain is in the
same homology class than the former.

The possible gauge-invariant actions and the possible gauge-invariant observables
of the theory defined by such an action are shown to be independent of the choice of
a volume form in the finite dimensional case. The remarkable point is that formulas
derived in this way admit a natural generalization when the configuration space is
infinite dimensional, which is of course the case of interest in quantum field theory.

These infinite dimensional generalizations can be transposed to be the definition of
the observables in quantum field theory. This is the same philosophy as for the BRST
approach of quantum field theory: In the finite dimensional case, one shows that the
observables are the elements of a certain cohomology group. This cohomology group
is still well defined in the infinite dimensional case, and we take it to be the definition
of the observables in quantum field theory.

Now, a reader may ask: What happens in practice when moving to the infinite
dimensional case? Well, first, the coordinates xi will become fields, so that any
derivative (for example in the BV Laplacian) will become a functional derivative.
Whereas in the finite dimensional case, repeated indices meant a summation over
the basis elements of the configuration space, in the infinite dimensional case, this
has to be understood as an integral over the space-time one is dealing with as well
as a discrete summation over the gauge group generators in the case of cαc∗

α . Then,
other usual features of quantum field theories can be treated with these objects. For
example, the issue of renormalization has been dealt with since the beginning of BV
formalism, but a modern point of view on the subject can be found in [6].

We have given above some arguments in favor of the BV formalism, namely that it
allows to treat more general theories than the Faddeev–Popov and BRST formalisms,
and that it is more adapted to some questions, e.g., the study of anomalies in QFT.
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Moreover, we have recently observed a revival of the BV formalism, which has found
applications in various areas.

In particular, it has been used (together with its hamiltonian formulation: the
Batalin–Fradkin–Vilkovisky (BFV) formalism) to compute theChern–Simons invari-
ants of manifolds with boundaries. The article [4] of the present volume gives a
detailed account of this line of research. Moreover, it has also recently been argued
in [3] that the BV formalism written in the language of category theory might allow
to work out perturbative quantum gravity as a perturbative quantum field theory.
However, we would like to finish this text stressing the intrinsic elegance of the BV
theory, which is one of the main reasons that motivated our interest for it.
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Chapter 9
Split Chern–Simons Theory in the BV-BFV
Formalism

Alberto S. Cattaneo, Pavel Mnev and Konstantin Wernli

Abstract The goal of this note is to give a brief overview of the BV-BFV formalism
developed by the first two authors and Reshetikhin in (Cattaneo et al., Commun
Math Phys 332(2), 535–603, 2014) [9], (Cattaneo et al., PerturbativeQuantumGauge
Theories on Manifolds with Boundary, 2015) [10] in order to perform perturbative
quantisation of Lagrangian field theories on manifolds with boundary, and present a
special case of Chern–Simons theory as a new example.

9.1 Introduction

Since the proposal of functorial quantum field theory by Atiyah and Segal [1, 25]
mathematical research in this topic has progressed far and inmany directions (see e.g.
the books [17, 27], or the review article [22]). Recently, the first two authors together
with Reshetikhin introduced the BV-BFV formalism, which can be seen either as an
extension of functorial QFT to perturbative quantisation or, from another viewpoint,
as a method to perturbatively quantise gauge theory in the presence of a boundary.
The main idea is to unify the Lagrangian Batalin-Vilkovisky (BV) formalism [2, 4]
in the bulk and the Hamiltonian Batalin-Fradkin-Vilkovisky (BFV) formalism [3] on
the boundary.
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One possible application is to shed new light on the relation between perturbative
techniques andmathematical ideas that are concepts of non-perturbative quantisation,
like the Reshitikhin-Turaev invariants ([21], see also [14]), and thus ultimately about
non-perturbative results to the path integral itself. In this note, a very first step on this
road is taken by applying the formalism to a special form of Chern–Simons theory.

The note is structured as follows: Sect. 9.2 delivers a short overview of the relevant
formal concepts via the example of abelian BF theory. Section9.3 discusses a variant
of Chern–Simons theory known as split Chern–Simons theory, in its BV-BFV for-
mulation. Section9.4 computes the state of this theory explicitly in lowest orders on
the solid torus, which is a first step towards constructing the Chern–Simons invariant
for lens spaces.

9.2 Overview of the BV and BV-BFV Formalisms

The goal of this section is to give a very brief introduction to the BV-formalism on
manifolds without boundary, see also [11] in the present volume, and the BV-BFV
formalism on manifolds with boundary, for two special examples. For the technical
details we will refer to the papers [9, 10] where the Classical and Quantum BV-BFV
formalisms were discussed in depth.

9.2.1 Perturbative Quantisation of Lagrangian Field
Theories

Fix a dimension d. A Lagrangian field theory assigns to every closed d-dimensional
manifold a space of fields FM and an action functional SM : FM → R. This action
functional is required to be local, i.e. of the form

SM [φ] =
∫
M
L [φ(x), ∂φ(x), . . .],

whereL , the so-called Lagrangian density, should depend only on the fields φ and
finitelymany of their derivatives. The critical points of the action functional are called
the classical solutions of the theory, and are obtained by solving the Euler-Lagrange
equations, also called equations of motion.

One way of quantising such a theory, suggested by the path integral from quantum
mechanics, is to compute “integrals” of the form

∫
FM

O[φ]e i
�
SM [φ]Dφ,
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where O is an “observable”, over the space of fields FM (these integrals are usually
also called path integrals, even though they do not involve any paths). In this note
we are only interested in the so-called vaccuum state or partition function

ψ =
∫
FM

e
i
�
SM [φ]Dφ. (9.1)

However, in almost all relevant examples the spaces of fields have infinite dimension,
and there is no sensible integration theory at hand.Oneway to still make sense of such
expressions in the limit � → 0 is to use (formally) the principle of stationary phase.
This produces an expansion in powers of � around critical points of the action. The
terms in such an expansion can conveniently be labelled by diagrams, which after
their inventor are called Feynman diagrams. A concise introduction can be found in
[19].

Remark 1 (Perturbative expansion) We will only consider actions of the form S =
S0 + Sint where S0 is the quadratic part (also called “free” or “kinetic” part). In this
case one usually considers the interaction or perturbation term to be small (“weak
coupling”) so we can expand the action around critical points of S0 in powers of the
interaction (“coupling constant”), and the integral then can be formally computed
from the theory of Gaussian moments,1 usually referred to as Wick’s theorem in
quantum field theory. Details can be found e.g. in the Book by Peskin and Schroeder
[18] or lecture notes such as [5, 26].

9.2.2 Perturbative Quantisation of Gauge Theories

In many cases important for physics and mathematics, the Lagrangian is actually
degenerate, i.e. its critical points are not isolated, and we cannot apply the stationary
phase expansion, see e.g. [20]. This is usually due to the presence of symmetries on
the space of fields that leave the action invariant.

This problemcanoften be solved by so-calledgauge-fixingprocedures (a thorough
introduction to gauge theories from a physical viewpoint can be found in [13], a
concise introduction to the mathematical formalisms in [15]). The common idea is
to add more fields, corresponding to the generators of those symmetries, to remove
the degeneracies in theLagrangian. Themost powerful gauge-fixing procedure (in the
sense that it deals with themost general situation) is the Batalin-Vilkovsky formalism
([2, 4], for a short introduction to the mathematics see [12]). We will not discuss it
in full generality, but rather explain the idea using the example of abelian BF theory,
which will be important later in this note.

1Slight abuse of language as we are actually considering Fresnel integrals, i.e. with complex expo-
nent.
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9.2.2.1 Abelian BF Theory

Let M be a closed manifold, i.e. a compact manifold without boundary. Abelian BF
theory has the space of fields

FM = Ω1(M, R) ⊕ Ωd−2(M, R) � (A, B).

Here Ω p(M, R) denotes the vector space of real-valued differential p-forms on M .
The action functional is

SM [A, B] =
∫
M
B ∧ dA

and the critical points are simply closed forms dA = 0, dB = 0. Clearly, the critical
points are not isolated. In fact, adding any exact form to either A or B will leave
the action invariant by Stokes’ theorem. Therefore, the symmetries of the theory
are generated by A := C∞(M) ⊕ Ωd−3(M). An element (c, τ ) ∈ A acts on FM

by (A, B) �→ (A + dc, B + dτ). Since both the space of fields and the space of
symmetries are linear here, the space of symmetries can be identified with the space
of generators of the symmetries. We then declare the new space of fields to be

F1
M := FM ⊕ A [1].

Here A [1] means that we give the fields in A ghost number 1.

Remark 2 (Reducible symmetries) In this note we will only be concerned with
dimension d = 3, which we fix from now. However, in dimension D ≥ 4, the sym-
metries of BF theory are reducible, that is, “the symmetries have some symmetries
themselves”: We do not change the symmetry of the action given by (c, τ ) if we add
to τ the differential of a D − 4-form τ2. In this case one has to introduce the so-
called “ghosts-for-ghosts” of ghost number 2, which amounts to adding to the space
of fields ΩD−4(M)[2], and continue all the way until we reach ΩD−D(M)[D − 2].
Remark 3 (Total degree) Forms commute or anticommute according to their form
degree, i.e. if ω is a p-form and τ is a q-form we have ω ∧ τ = (−1)pqτ ∧ ω. If
we introduce ghost fields, fields commute or anticommute according to their total
degree, which is defined to be the form degree plus the ghost number. In BF theory
in 3 dimensions, all fields have total degree 1, so all fields anticommute.

These new fields are not enough to make the action nondegenerate. One way to
resolve the situation is to pass to the BV space of fields

FM := T ∗[−1]F1
M = F1

M ⊕ (F1
M)∗[−1] = FM ⊕ A [1] ⊕ F∗

M [−1] ⊕ A ∗[−2].
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Table 9.1 The fields involved in BV version of abelian BF theory in dimension 3, with their form
degree, ghost number and total degree

Field Form degree Ghost number Total degree = ghost number + form degree

A 1 0 1

B d–2 = 1 0 d–2 = 1

c 0 1 1

τ d–3 = 0 1 d–2 = 1

A+ d–1 = 2 –1 1

B+ 2 –1 1

c+ d = 3 –2 1

τ+ 3 –2 1

The prescription to use cotangent bundle comes from finite dimensions where the
dual of a vector space is always unique. Here we will not use the real dual spaces of
differential forms (i.e. currents2), but use the Poincaré pairing

(·, ·) : Ω p(M, R) × ΩD−p(M, R) → R

(α, β) �→
∫
M

α ∧ β

to set F(M)∗ = (Ω1(M) ⊕ Ωd−2(M))∗ = Ωd−1(M) ⊕ Ω2(M) andA ∗ = (Ω0(M)

⊕Ωd−3(M))∗ = Ωd(M) ⊕ Ω3(M). Denoting the dual fieldswith a+, we summarise
the fields and their degrees in Table9.1.

The new (BV) action is then

SM =
∫
M
B ∧ dA + A+ ∧ dc + B+ ∧ dτ

which leads to Euler-Lagrange equations

dA = dB = dc = dA+ = dB+ = dc+ = 0.

Of course, right now it seems we only introduced more degeneracy, but this is where
the gauge fixing comes into play. First, however, we shall need a couple of remarks.

Remark 4 (Superfields) At this point it is very convenient to introduce the “super-
fields”

A = c + A + B+ + τ+ ∈ Ω•(M),

B = τ + B + A+ + c+ ∈ Ω•(M).

2This leads to another theory with a larger space of fiels called canonical BF theory, see [15].
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The action now simply reads

SM =
∫
M
B ∧ dA,

where only the integral of the top-degree part is non-zero, and the Euler-Lagrange
equations can be summarised as

dB = dA = 0.

Remark 5 (Structure of the space of fields) The grading by ghost number endows
FM with the structure of a graded vector space. The pairing of fields and anti-fields
endows FM with a so-called odd symplectic structure (odd because it pairs fields
whose degrees add up to –1, rather than to 0). If δ denotes the de Rham differential
onFM , it is given by

ωM =
∫
M

δA ∧ δB. (9.2)

As every odd symplectic structure it induces an odd Poisson bracket on Fun(FM),
which in this case is called the BV bracket. It is well defined on the subspace of
local functionals (see the discussion of BV formalism in [7]). Also, one has the BV
Laplacian

Δ =
3∑

k=0

(−1)k+1
∫
M

δ2

δA(k)(x)δB(k)(x)
,

where A(k) denotes the k-form part of A. Together with the BV bracket, it gives
Fun(FM) the structure of a so-called BV algebra. However, in the infinite dimen-
sional setting this expression for the BV Laplacian is very singular and needs to be
regularised carefully.

The BV formalism to compute integral (9.1) now proceeds as follows: one picks
a Lagrangian subspaceL ofFM such that the BV action has isolated critical points
onL . This is the gauge fixing in the BV formalism. The integral

ψ =
∫
L

e
i
�
S [φ]Dφ

can be computed by methods of Feynman diagrams. If the BV action satisfies the
Quantum Master Equation Δ(e

i
�
S) = 0, then under deformations of L , the result

changes by a Δ-exact term.

Remark 6 (Quantum and Classical Master Equations) The Quantum Master equa-
tion Δ(e

i
�
S ) = 0 is equivalent to (S ,S ) − 2i�ΔS = 0, where (·, ·) is the BV

bracket. Expanding S as a power series in �, the degree 0 part S0 has to satisfy
(S0, S0) = 0. This is called the Classical Master Equation.
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Remark 7 The statements above can be made entirely precise and rigorously proven
for finite-dimensional spaces of fields (see e.g. [11] in this volume, [12] or [10],
Chap. 2). In the infinite-dimensional setting, the BV formalism produces a number
of postulates that one has to prove a posteriori. An example (for the extension to
manifolds with boundary, the BV-BFV formalism) in this note is the mQME (9.4)
which is proven for abelian BF theory. In [10] a general procedure to prove the
mQME is described.

Remark 8 (Perturbative expansion of interacting gauge theories) Abelian BF the-
ory is an example for a free theory (i.e. Sint ≡ 0). For theories that are perturbations of
free theories, the gauge-fixing for the free part of the theory can be used to compute
the expansion in powers of the coupling constant. We will call theories that are per-
turbations of abelian BF theory “BF-like”. Examples are the Poisson Sigma model
and non-abelian BF theory, and, most importantly for this note, split Chern–Simons
theory.

9.2.2.2 Residual Fields

It can happen that the degeneracy in the quadratic part of the action does not stem
from the gauge symmetries alone. This is the case when the operator in the quadratic
part of the action has non-trivial “zero modes” i.e. it has zeros that are not related
under gauge symmetries. In the case of abelian BF theory, the operator in question is
the de Rham differential, while the gauge symmetries are given by shifting the fields
by exact forms. It follows that the space of inequivalent zero modes is precisely the
de Rham cohomology of M .

In this case the procedure is as follows. One splits the space of fields FM =
Y ′ × Y ′′ into a space of residual fields3 Y ′, consisting of representatives of the
zero modes, and a complement Y ′′ that we will call fluctuations.4 Then one only
integrates over a Lagrangian subspace L of Y ′′, so that the result depends on the
residual fields. This yields the definition of the effective action:

e
i
�
S eff(φ ′) =

∫
φ′′∈L⊂Y ′′

e
i
�
S(φ ′,φ′′)Dφ′′.

To be compatible with the BV formalism, Y ′ and Y ′′ should be odd symplectic
themselves, such thatFM has the product structure. In this case, one can prove that
in the finite-dimensional case, the QME for the action on F induces the QME for
the effective action. In the case at hand of abelian BF theory, we choose a finite-
dimensional space of residual fields, the de Rham cohomology, and one can prove
explicitly that the effective action satisfies the QME. Therefore Y ′ should be given
by representatives of the de Rham cohomology of M . Such a splitting (and a suitable

3Also known as background fields, slow fields, infrared fields.
4Otherwise known as fast fields or ultraviolet fields.
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choice of Lagrangian) can then be found e.g. by Hodge decomposition. Choosing a
Riemannianmetric g, the spaceY ′ is given by g-harmonic forms and the Lagrangian
L by the Lorentz gauge condition d∗φ = 0. On this space d has no kernel and there-
fore the restriction of the BV extension of the abelian BF action to this Lagrangian
subspace is non-degenerate.

9.2.3 On Manifolds with Boundary

We will now consider the case of manifolds with boundary. The strategy that is
compatible with the mathematical idea of gluing of manifolds along boundary
components is not to fix boundary conditions, but instead to think of the state as
a functional on the possible boundary fields.

Consider first the case of a theorywithout gauge symmetries. Under some assump-
tions, one can show that a d-dimensional field theory induces a space of fields F∂

Σ

on (d − 1)-dimensional manifolds Σ that has a natural even symplectic structure.
The space of states should be a quantisation of this symplectic manifold. In many
examples, F∂

Σ is actually an affine space, and one can define a quantisation from a
Lagrangian polarisation5 with a smooth leaf space (examples of this are the position
or momentum space) BΣ . In this case, the space of states is the space of functionals
on BΣ . IfΣ = ∂M , there is a surjective submersion FM → F∂

∂M given by restriction
of fields to the boundary. If we denote by p the composition of this map with the
projection F∂

∂M → B∂M , we can define the state by the “integral”

ψ̂M(β) =
∫
p−1(β)

e
i
�
S[φ]Dφ

for β ∈ B∂M .

9.2.4 The BV-BFV Formalism

Now we want to combine this with the method used to deal with gauge theories
discussed above. Given a space of BV fields FM for every d-dimensional manifold
M , there is again an induced space of fields F ∂

Σ on d − 1-dimensional manifolds
endowed with what is called a BFV structure (see [24] for a mathematical discussion
of BFV structure). The result is what is called a BV-BFV manifold, whose definition
we will now recall.

Definition 9.2.1 (BFV manifold) A BFV manifold is a triple (F , ω, Q), where

• F is a Z-graded manifold,

5This is basically a choice of coordinates and canonically conjugate momenta, similar to the p and
q variables in quantum mechanics.
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• ω = δα is an exact degree 0 symplectic form on F ,
• Q is a degree +1 vector field on F ,

such that

• Q is symplectic for ω, i.e. LQω = 0,
• Q is cohomological, i.e. Q2 = 0 or equivalently [Q, Q] = 0.

For degree reasons this implies the existence of a degree 1 Hamiltonian function
S for Q, i.e. ιQω = δS (and the datum of such function specifies a cohomological
symplectic vector field) and this function S automatically satisfies the Classical
Master Equation (S, S) = 2ιQιQω = 0. The Z-grading of the manifold is the ghost
number we briefly explained above.

Definition 9.2.2 (BV-BFV manifold) A BV-BFV manifold over a given BFV mani-
fold (F ∂ , ω∂ = δα∂, Q∂ is a quintuple (F , ω, Q,S , π) where

• F is a Z-graded manifold,
• ω is a degree −1 symplectic form,
• Q is a degree +1 cohomological vector field,
• S is a degree 0 function on F ,
• π is a surjective submersion F → F ∂ ,

such that6

• δπ(Q) = Q∂ ,
• ιQω = δS + π∗α∂ .

The axioms imply the modified Classical Master Equation (mCME)

1

2
ιQιQω − π∗S ∂ = 0. (9.3)

Remark 9 (Shifting α) Given a BV-BFV theory and a functional f on the space
of boundary fields, we can define a new BV-BFV theory by αδ �→ α∂ + δ f,S �→
S − π∗ f . It will coincide with the previous theory on closed manifolds.

In many cases, the BV structure on the bulk and the BFV structure on the boundary
look very similar in the superfield formalism.

Let us look at the example of abelian BF theory on a 3-manifold M with boundary
∂M that is included via ι : ∂M → M . LetFM be the space of BV fieldsΩ•(M)[1] ⊕
Ω•(M)[1] � (A,B). Denote by A∂ := ι∗A,B∂ := ι∗B the restrictions of these fields
to the boundary. Then the space of boundary BFV fields is F ∂

∂M = Ω•(∂M)[1] ⊕
Ω•(∂M)[1] � (A∂ ,B∂ ). The symplectic form and action have the same form as
before

6This definition differs from the one in [9] by a purely conventional sign (−1)n in front of δS.
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ω∂
∂M =

∫
∂M

δA∂ ∧ δB∂ ,

S∂
∂M =

∫
∂M

B∂ ∧ dA∂ ,

and the corresponding Hamiltonian vector field on F ∂
∂M is

Q∂
∂M =

∫
∂M

dA∂ δ

δA∂
+ dB∂ δ

δB∂
.

However, considering Table9.1 and that the dimension of ∂M is 2, notice that ω∂
∂M

pairs fields of opposite ghost number, and thus has degree 0. I.e., (F ∂
∂M , ω∂

∂M , Q∂
∂M)

is a BFV manifold.

Claim 1 If we denote

QM =
∫
M
dA

δ

δA
+ dB

δ

δB

and πM = ι∗ : FM → F ∂
∂M the restriction of fields to the boundary, then in abelian

BF theory the quintuple (FM , ωM , QM , SM , πM) is a BV-BFV manifold over the
BFV manifold (F ∂

∂M , ω∂
∂M , Q∂

∂M).

Proof We will just prove the central BV-BFV identity ιQMωM = δSM + π∗α∂
∂M .

Notice that the de Rham differential on FM is given by

δ =
∫
M

δA
δ

δA
+ δB

δ

δB

and one choice of α∂
∂M is

α∂
∂M =

∫
∂M

B ∧ δA.

On the one hand,

ιQMωM =
∫
M
dA ∧ δB + δA ∧ dB.

On the other hand, integrating by parts yields

δSM = δ

∫
M
B ∧ dA =

∫
M
B ∧ dδA +

∫
M

δB ∧ dA

=
∫
M
dB ∧ δA +

∫
M

δB ∧ dA −
∫

∂M
B ∧ δA = ιQMωM − π∗

Mα∂
∂M .
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9.2.5 The Quantum BV-BFV Formalism

We now explain the data of a quantum BV-BFV theory and show how to quantise in
the example of abelian BF theory, before turning to the example of Chern–Simons
theory. The perturbative quantisation of a BV-BFV theory consists of the following
data:

1. A cochain complex (H P
Σ ,ΩP

Σ ) for every (d − 1)-manifold Σ with a choice of
polarisation inF ∂

Σ .
2. A finite-dimensional BVmanifold (VM ,ΔVM ) - called the space of residual fields

- associated to every d-manifold M and polarisation P onF ∂
∂M .

3. Let Ĥ P
M := H P

∂M ⊗̂C∞(VM) and endow it with the two commuting coboundary
operators Ω̂P

M := ΩP
∂M ⊗ id and Δ̂P

M = id⊗ΔVM . Then we require the existence
of a state ψ̂M satisfying the modified Quantum Master Equation (mQME)

(�2Δ̂P
M + Ω̂P

M )ψ̂M = 0, (9.4)

the quantum counterpart of the mCME (9.3).

Some comments are in order. The cochain complex (H P
Σ ,ΩP

Σ ) is to be constructed
as a sort of geometric quantisation of the symplectic manifoldF ∂

∂M with the polari-
sationP and the actionS ∂

∂M . The general construction of the boundary quantisation
is not important in this note. More important is the idea of residual fields that was
explained in Sect. 9.2.2.2. The state is then computed by combining the methods of
Sects. 9.2.2 and 9.2.3. Again, assume we have a polarisationP ofF ∂

∂M with smooth
leaf spaceBP

∂M . In this caseH
P

Σ ⊂ Fun(BP
∂M) is a certain subspace of functionals

on boundary conditions defined in detail in Sects. 3.5.1 and 4.1.1 to 4.1.3 in [10].7

We will further assume that actually FM = BP
∂M × Y so that the fibers of the pro-

jection p : FM → BP
∂M are just {b} × Y . Moreover, we assume there is a functional

fP∂M such that α∂M − δ f P∂M vanishes when restricted to the fibers, i.e. on Y , and then
adapt the bulk action as in Remark 9. We then split Y = VM × Y ′′ into a space of
residual fields and fluctuations Y ′′. Then we can finally define the state ψ̂M by

ψ̂M(b, φ) =
∫
L⊂Y ′′

e
i
�
SM (b,φ,φ′′)Dφ′′ ∈ Ĥ P

M = H P
∂M ⊗̂C∞(VM).

Again, we define the BV effective action by

ψ̂M(b, φ) = e
i
�
Seff(b,φ).

Instead of entering a general discussion of the above, let us continue the example of
abelian BF theory.

7There are some subtleties arising from the regularisation of higher functional derivatives that would
be too much for the purpose of this note.
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9.2.6 Abelian BF Theory in the Quantum BV-BFV
Formalism

9.2.6.1 Polarisations

Here there are two easy polarisations onF ∂
∂M = Ω•(∂M)[1] ⊕ Ω•(∂M)[1], namely

the ones given by δ
δA∂ (whose leaf space can be identified with the B∂ fields) and δ

δB∂

(whose leaf space can be identified with the A∂ fields).
Let now M be a manifold with boundary ∂M = ∂1M � ∂2M . We then define the

polarisation P to be the δ
δB∂ -polarisation on ∂1M and the δ

δA∂ -polarisation on ∂2M ,
so that we have the leaf space BP

∂M = Ω•(∂1M)[1] ⊕ Ω•(∂2M)[1], we denote the
coordinates on it by (A, B). The correct way to adapt the boundary 1-form is to
subtract the differential fP∂M = ∫

∂2M
B∂ ∧ A∂ from it.

9.2.6.2 Choosing a Splitting

We now split the space of fields FM by choosing extensions Ã, B̃ of A and B from
the boundary to the bulk of the manifold and splittingA = Ã + Â,B = B̃ + B̂where
Â and B̂ restrict to 0 on ∂1M resp. ∂2M . As discussed in [10], one needs to require
the extensions to be discontinuous extensions by 0 outside of the boundaries. One
way to make this more precise is to work with a family of regular decompositions
approximating this singular one, resulting a family of states that only in the limit
will satisfy the mQME. We will therefore choose these extensions and identify Ã =
A, B̃ = B. This is our splitting FM = BP

∂M × Y .

9.2.6.3 Residual Fields and Fluctuations, Gauge Fixing

We now want to split Y into residual fields and fluctuations. As discussed above, in
abelian BF theory the residual fields should contain the de Rham cohomology of M .
In the case with boundary, for our polarisation, the space of residual fields is

VM = H •(M, ∂1M)[1] ⊕ H •(M, ∂2M)[1].

We choose representatives χi ∈ Ω•
closed(M, ∂1M) and χ j ∈ Ω•

closed(M, ∂2M) such
that their cohomology classes form a basis of H •(M, ∂1M) resp. H •(M, ∂2M) and∫
M χi ∧ χ j = δ

j
i . Then, we write a = ∑

i z
iχi ,b = ∑

i z
+
i χ i for elements of VM ⊂

FM . The BV Laplacian ΔVM is then

ΔVM =
∑
i

− ∂

∂zi
∂

∂z+
i

.



9 Split Chern–Simons Theory in the BV-BFV Formalism 305

A possible way to choose such a basis, a complementY ′′ and a LagrangianL ⊂ Y ′′
is to pick a Riemannian metric and use Hodge decomposition on manifolds with
boundary (see [6]). This is the choice of gauge fixing (it is a variant of the Lorentz
Gauge Fixing mentioned earlier). Its most important feature is that the gauge-fixing
Lagrangian does not depend the boundary and background fields. We will avoid
the details of this lengthy discussion, referring the interested reader again to [10]
(Sect. 3.3 and Appendix A), and simply assume we can decompose the fields Â =
a + α, B̂ = b + β into residual fields and fluctuations.

Remark 10 (Decomposition of the action) The decomposition of the fields also
induces a decomposition of the adapted action

SP
M = ŜM,0 + S back

M + S source
M , (9.5)

where

ŜM,0 =
∫
M

β ∧ dα,

S back
M = −

(∫
∂2M

B ∧ a +
∫

∂1M
b ∧ A

)
,

S source
M = −

(∫
∂2M

B ∧ α +
∫

∂1M
β ∧ A

)
.

Proof Assumewe have chosen non-singular extensions Ã, B̃ and splitA = Ã + a +
α,B = B̃ + b + β. The action then reads

SP
M =

∫
M

(B̃ + b + β) ∧ d(Ã + a + α) −
∫

∂2M
ι∗2((B̃ + b + β) ∧ (Ã + a + α))

where ι2 denotes the inclusion ∂2M ↪→ M . We can assume the supports of B̃ and Ã

are disjoint. Furthermore, we have that ι∗2b = ι∗2β = ι∗2Ã = 0 and da = db = 0. We
then get

SP
M =

∫
b ∧ dÃ + β ∧ dÃ + B̃ ∧ dα + b ∧ dα + β ∧ dα −

(∫
∂2M

B̃ ∧ a + B̃ ∧ α

)

The integral of b ∧ dα vanishes by integration by parts since b is closed and b ∧ dα
is zero restricted to ∂M . Now integrate the Ã terms by parts, resulting in

SP
M =

∫
M
dβ ∧ Ã + B̃ ∧ dα + β ∧ dα −

(∫
∂1M

b ∧ Ã + βÃ

)
−

(∫
∂2M

B̃ ∧ a + B̃ ∧ α

)

Sending Ã, B̃ to singular extensions proves the claim as the first two terms will
vanish.
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9.2.6.4 The State

We now would like to compute the state

ψ̂M(A, B,a,b) =
∫

(α,β)∈L
e

i
�
SP

M (A+a+α,B+b+β)DαDβ

∈ Ĥ P
M ⊂ Fun(BP

∂M)⊗̂C∞(VM). (9.6)

as a formal Gaussian integral. Applying decomposition (9.5) of the action, and the
general theory of performing such Gaussian integrals in quantum field theory (see
[19, 20]), we need to understand the integral

TM :=
∫
L

e
i
�
ŜMDαDβ. (9.7)

as a regularised determinant of the inverse of the operator d in the quadratic part of
the action. This is not an easy task (see [16, 23]), but for our purposes it is enough to
say that TM is a number independent of the choice ofL (but that can depend on our
choice of representatives of cohomology). The integral (9.6) can then be expressed
in terms of the so-called propagator8

η(x1, x2) = −1

TM

1

i�

∫
L

e
i
�
ŜMα(x1)β(x2)DαDβ. (9.8)

Namely,
ψ̂M(A, B,a,b) = TMe

i
�
Seff(A,B,a,b), (9.9)

with

Seff(A, B,a,b) = −
(∫

∂2M
B ∧ a −

∫
∂1M

b ∧ A

)
−

∫
∂2M×∂1M

π∗
1 A ∧ η ∧ π∗

2 B.

(9.10)

9.2.6.5 The Propagator

The propagator η is a (d − 1)-form on the configuration space C0
2 (M) = {(x1, x2) ∈

M × M : x1 �= x2} that vanishes for x2 ∈ ∂1M or x1 ∈ ∂2M . It is determined by our
choice of gauge fixing Lagrangian. It has two important properties:

• Its differential satisfies

dη =
∑
i

(−1)degχi π∗
1χiπ

∗
2χ i . (9.11)

8Also known to physicists as 2-point function or - slightly abusing language - Green’s function.
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• For any x ∈ M , if we fix a chart φ : U → R
3 satisfying φ(x) = 0, then

lim
ε→0

∫
y∈∂Bε(0)

η(φ−1(y), x) = 1 = − lim
ε→0

∫
y∈∂Bε(0)

η(x, φ−1(y)). (9.12)

A choice of such a propagator (and representatives of cohomology) also leads to the
definition of a gauge-fixing Lagrangian. For computations with Feynman diagrams
it is often desirable to have a propagator satisfying also

• ∫
y∈M

η(x, y)χi (y) =
∫
x∈M

χ i (x)η(x, y) = 0, (9.13)

• ∫
y∈M

η(x, y)η(y, z) =
∫
x∈M

η(z, x)η(x, y) = 0. (9.14)

These properties do not automatically follow from the definition but they can always
be satisfied by picking a suitableL (see Sect. 4 in [8] for a discussion on manifolds
without boundary, arguments there can be adapted to the case with boundary using
machinery in [10]).

9.2.6.6 mQME

In the case of abelian BF theory, the quantisation of the boundary is simply the
“standard” or “canonical” quantisation. It is obtained by the following recipe: In the
boundary action, on ∂1M we have to replace every occurence of B̂ by (−i� δ

δA
), on

∂2M , Â has to replaced by (−i� δ
δB

). Here we have to integrate by parts to do so. The
result is

ΩP
∂M = (−i�)

(∫
∂1M

dA
δ

δA
+

∫
∂2M

dB
δ

δB

)
. (9.15)

Claim 2 The state ψ̂M defined by (9.9) satisfies the mQME (9.4)

(�2Δ̂P
M + Ω̂P

M )ψ̂M = 0. (9.16)

Proof Since the effective action Seff given in (9.10) is only linear in coordi-
nates on VM , it is immediate that ΔSeff = 0. In this case (�2Δ + Ω)e

i
�
Seff =

− 1
2 (S

eff, Seff)e
i
�
Seff + Ωe

i
�
Seff . Only the first two terms in the action depend on the

residual fields and hence contribute to the BV bracket. Also, only the bracket of b
with a is nontrivial, so we have
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1

2
(S eff,S eff) =

(∫
∂2M

B ∧ a,

∫
∂1M

b ∧ A

)
=

∑
i, j

(∫
∂2M

B ∧ ziχi ,
∫
∂1M

z+j χ j ∧ A

)

=
∑
i

(−1)deg z
i
∫
∂2M

B ∧ χi

∫
∂1M

χ j ∧ A,

since (zi , z+
j ) = (−1)deg z

i
Δ(zi z+

j ) = (−1)deg z
i
. On the other hand,

Ωe
i
�
Seff =

((∫
∂1M

dA
δ

δA
+

∫
∂2M

dB
δ

δB

)
S eff

)
e

i
�
S eff

=
(∫

∂2M×∂1M
π∗
1 A ∧ dη ∧ π∗

2 B

)
e

i
�
S eff

=
∑
i

(−1)degχ i+1
∫

∂2M
B ∧ χi

∫
∂1M

χ j ∧ A,

where we integrated by parts and used property (9.11). Now the claim follows from
the fact that deg zi = 1 − degχ i .

9.2.6.7 Dependence of the State on the Gauge-Fixing.

Clearly, the state defined in (9.9) depends on the choice of the gauge-fixing. However,
one can show (and, by finite-dimensional arguments, this is supposed to hold in any
quantum BV-BFV theory) that, upon deformations of the gauge fixing, the state
changes as

d

dt
ψ̂ = (�2Δ̂M + Ω̂P

M )̂ζ (9.17)

for some ζ̂ ∈ Ĥ P
M .

9.2.6.8 Gluing

Suppose we have two manifolds M1 and M2 that share a boundary component Σ .
Then we can glue them together alongΣ to obtain a newmanifold M = M1 ∪Σ M2.
The state ψ̂M can nowbe computed from the states ψ̂M1 and ψ̂M2 in the followingway:
Fix polarisations such that Σ ⊆ ∂1M1 on M1 and Σ ⊆ ∂2M2 on M2. Denote by A

Σ

coordinates on Ω•(Σ)[1] ⊆ BP
∂M1

and by B
Σ coordinates on Ω•(Σ)[1] ⊆ BP

∂M2
.

Then we define ψ̃M by

ψ̃M =
∫

AΣ ,BΣ

e
i
�

∫
Σ

B
Σ

A
Σ

ψ̂M1ψ̂M2 .
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Again, this integration is defined by a variant of Wick’s theorem9: The integral of a
term in the product of the states is nonzero if we can contract every A

Σ with to a
B

Σ . In this case, we sum over all possibilities to do so, and every contraction of a
A

Σ(x) with a B
Σ(y) yields a δ

(2)
∂M(x, y).

One also has to take care of the residual fields: This glued state will usually depend
on a non-minimal amount of residual fields, and one can pass to the minimal amount
of residual fields by a BV pushforward, yielding the “correct” state ψ̂M .

9.2.6.9 BF-like Theories

As above, we call “BF-like” those theories whose action can be decomposed as
SBF + Sint. It is useful to also allow for the free part to consist of several copies
of abelian BF theories. One way to do this is to change the space of fields toFM =
(Ω•(M) ⊗ V [1]) ⊕ (Ω•(M) ⊗ V ∗[1]) with action

SM,0 =
∫
M

〈B, dA〉

where V is a finite-dimensional vector space and 〈·, ·〉 denotes the pairing between
V and V ∗. The above discussion goes through. The only thing that changes in the
gauge fixing is that we should replace η by η̃ = η ⊗ idV ∈ Ω(C0

2 (M)) ⊗ (V ⊗ V ∗),
so that in any basis ξi of V with dual basis ξ i it is given by

η̃(x1, x2) =
∑
i, j

η(x1, x2)δ
i
jξi ⊗ ξ j .

9.3 Chern–Simons Theory as a BF-like Theory

9.3.1 Split BV Chern–Simons Theory

Let g be a Lie algebra with an non-degenerate ad-invariant pairing 〈·, ·〉 : g × g → R,
i.e. we have for all x, y, z ∈ g that 〈x, [y, z]〉 = 〈[x, y], z〉. Let M be a 3-manifold,
and C ∈ Ω•(M) ⊗ g[1]. Then the BV Chern–Simons action is [9]

S[C] =
∫
M

1

2
〈C, dC〉 + 1

6
〈C, [C,C]〉,

where for homogeneous elements A ⊗ v, B ⊗ w ∈ Ω•(M) ⊗ g the bracket and the
pairing are defined by

9In the sense that we compute it formally as a Gaussian (or rather, Fresnel) integral.



310 A.S. Cattaneo et al.

[A ⊗ v, B ⊗ w] = A ∧ B ⊗ [v,w]

and
〈A ⊗ v, B ⊗ w〉 = 〈v,w〉A ∧ B

respectively. Now assume that the Lie Algebra g admits a splitting g = V ⊕ W into
maximally isotropic subspaces, i.e. the pairing restricts to 0 on V andW and dim V =
dimW = dim g

2 . Then we can identify W ∼= V ∗ via the pairing and decompose C =
A + B, whereA ∈ Ω•(M) ⊗ V [1]andB ∈ Ω•(M) ⊗ W [1]. The action decomposes
into a “free” or “kinetic” part

S f ree =
∫
M

1

2
〈C, dC〉 =

∫
M

1

2
〈A + B, dA + dB〉

=
∫
M

1

2
〈A, dB〉 + 1

2
〈B, dA〉 =

∫
M

〈B, dA〉

(where 〈A, dA〉 = 0 = 〈B, dB〉 by isotropy and we integrate by parts) and an “inter-
action” term

V 〈A,B〉 = 1

6
〈A + B, [A + B,A + B]〉.

Hence, the theory is “BF-like”.

9.3.2 Perturbative Expansion

Let M be a 3-manifold, possibly with boundary. We want to compute the state
ψ̂M . As described above for the BF example, we choose a decomposition of the
boundary ∂M = ∂1M � ∂2M and get a polarisation on the space of boundary fields
such thatBP

∂M = B1 × B2 � (A, B). Decomposing A = A + a + α,B = B + b +
β, we can decompose the action as explained in Remark 10:

SP
M = ŜM,0 + ŜM,pert + S back

M + S source
M ,

where

ŜM,0 =
∫
M

〈β, dα〉,

ŜM,pert =
∫
M
V ( Â, B̂),

S back
M = −

(∫
∂2M

〈B,a〉 +
∫

∂1M
〈b, A〉

)
,
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S source
M = −

(∫
∂2M

〈B, α〉 +
∫

∂1M
〈β, A〉

)
.

The state is given by

ψ̂M = ψ̂M(A, B,a,b) =
∫
L

e
i
�
SP

M ,

whereL � (α, β), the gauge-fixing Lagrangian, is the same as for abelian BF theory
(cf. Remark 8). Therefore it does not depend on the boundary and background fields.
By virtue of the above decomposition, we can rewrite this as

ψ̂M(A, B,a,b) = e
i
�

S
back
M

∫
L

e
i
�

ŜM,0e
i
�

ŜM,perte
i
�

S
source
M .

To do a perturbative (power series) expansion,10 expand the exponentials

ψ̂M (A, B, a, b) =

=
∑
k

1

k!
(

− i

�

)k (∫
∂2M

〈B, a〉 +
∫

∂1M
〈bA〉

)k ∫
L

ei ŜM,0
∑
l

1

l!
(
i

�

)l (∫
M
V ( Â, B̂)

)l

×
∑
m

1

m!
(

− i

�

)m (∫
∂2M

〈B, α〉 +
∫

∂1M
〈β, A〉

)m

=
∑
k,l,m

1

k!l!m! (−1)k+m

(
i

�

)k+l+m (∫
∂2M

〈B,a〉 +
∫

∂1M
〈b, A〉

)k

×
∫
L

ei ŜM,0

(∫
M
V (Â, B̂)

)l (∫
∂2M

〈B, α〉 +
∫

∂1M
〈β, A〉

)m

=
∑
l,k,m

1

k!l!m! (−1)k+m

(
i

�

)k+l+m (∫
∂2M

〈B,a〉 +
∫

∂1M
〈b, A〉

)k

×
∫
L

ei ŜM,0

(∫
M

1

6

〈
Â + B̂,

[
Â + B̂, Â + B̂

]〉)l (∫
∂2M

〈B, α〉 +
∫

∂1M
〈β, A〉

)m

.

Now we choose a basis ξi of V and let ξ i be the corresponding dual basis of W . We
expand our fields11 A = Aiξi ,B = Biξ

i and also their decompositions accordingly,
i.e. α = αiξi , and so on. We then get e.g. 〈B, dA〉 = BidAi . We now want to expand
the perturbation term in this basis. For this purpose we make use of the fact that
〈X, [Y, Z ]〉 = 〈Z , [X,Y ]〉 = 〈Y, [Z , X ]〉 for any X,Y, Z ∈ Ω•(M) ⊗ g[1], so we
can decompose the interaction term as

10Actually, a semiclassical expansion around the classical solution given by the trivial connection.
11From now on, we will make use of Einstein summation (sums over repeated indices are implied).
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V (Â, B̂) = 1

6
〈Â, [Â, Â]〉 + 1

2
〈B̂, [Â, Â]〉 + 1

2
〈Â, [B̂, B̂]〉 + 1

6
〈B̂, [B̂, B̂]〉.

Now we make the following simplifying assumption on g.

Assumption 1 The splitting g = V ⊕ W is actually a splitting into Lie subalgebras,
i.e. (g, V,W ) is a Manin triple.

By isotropy of the subspaces, this implies that the terms 〈Â, [Â, Â]〉 and 〈B̂, [B̂, B̂]〉
vanish. Splitting Â = a + α, B̂ = b + β, we expand the perturbation term in terms
of the type 〈γ1, [γ2, γ3]〉, where γi ∈ {a, α,b, β}. These we can express as

∑
i, j,k

fi jkγ
i
1γ

j
2 γ k

3 ,

where fi jk are the structure constans of g in the basis ξ1, . . . ξn, ξ
1, . . . ξ n . Integra-

tion over L can then be performed using Wick’s theorem. Let η be an abelian BF
propagator on M as discussed above. We exchange integrals over M, ∂i M and L
and get an integrand which is a sum of products of forms γ . By the Wick theorem,
the integral vanishes except for the case where there are precisely as many α’s as
β’s, in which case

∫
L

ei ŜM,0α j1(x1) · · · α jn (xn)β
k1(y1) · · · βkn (yn) =

= TM(−i�)n
∑
σ∈Sn

δ j1kσ(1)η(x1, yσ(1)) · · · δ jnkσ(n)η(xn, yσ(n)),

where TM = ∫
L ei ŜM,0 .

9.3.3 Feynman Graphs and Rules

After integration over L , we can label the terms in the perturbative expansion by
graphs as follows. Fix k, l,m ∈ N0.We consider graphs�with three types of vertices:

• Boundary background vertices: There are k of these distributed on ∂M . They are
labelled by Ba if they lie on ∂2M and bA if they lie on ∂1M .

• Boundary source vertices: There are m boundary source vertices distributed on
∂M . They are labelled by Bα on ∂2M and Aβ on ∂1M . Vertices on ∂2M have
an arrow tail originating from them, whereas vertices on ∂1M have an arrowhead
pointing towards them.

• Internal interaction vertices: There are l internal vertices. They come with three
half-edges which are labelled by γi ’s in {a, α,b, β}. These half-edges are either
marked as leaves if they are labelled by a background, as an arrow tail if they are
labelled by α, or an arrowhead if they are labelled by β.
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If it is possible to connect every arrow tail α to an arrowhead β (possibly at the same
vertex), then the graph resulting from this procedure is called an admissible graph.
To such a graph we can associate a functional on the space of boundary fields as
follows:

• For every background boundary vertex, multiply by (−i/�) times the label and
integrate over the corresponding boundary point.

• For every internal vertex multiply by (−i/�) times the correct structure constants
(specified by the half-edge labels) and integrate over M .

• For every leaf, multiply by the corresponding background field evaluated at the
point.

• For every arrow between vertices in different positions i �= j , with tail labelled by
αk and head βl , multiply by a propagator (−i�)δkl η(xi , y j ).

• For every short loop (also called tadpole), i.e. an arrow issueing and ending at the
same vertex i , with tail labelled by αk and head βl , multiply by (−i�)δkl α(xi ),
where α ∈ Ω2(M) is a so-called “tadpole form”.12

• For every source boundary vertex, we multiply by (−i/�) times the corresponding
boundary field and integrate over the corresponding boundary point.

We denote the result by ψ̂� . Denoting the set of all admissible graphs for k, l,m by
�k,l,m , we get

ψ̂M(A, B,a,b) = TM

∑
k,l,m

∑
�∈�k,l,m

ψ̂�.

Remark 11 We can factor out the non-interacting diagram parts (background bound-
ary vertices and source boundary vertices connecting to other source boundary ver-
tices). This will yield a prefactor of e

i
�
S eff

0 where S eff
0 is the free effective action

S eff
0 = −

(∫
∂2M

〈B,a〉 +
∫

∂1M
〈b, A〉

)
−

∫
∂2M×∂1M

π∗
1 BiηA

i (9.18)

i.e. the effective action of the unperturbed theory.

The remaining interaction diagramshave l ≥ 1 internal vertices andm ≤ 3l boundary
vertices. Denoting the set of admissible interaction diagrams by �int

l,m , the above
expression becomes

ψ̂M(A, B,a,b) = TMe
i
�
S eff

0

⎛
⎝1 +

∞∑
l=1

3l∑
m=0

∑
�∈�int

l,m

ψ̂�

⎞
⎠ .

Our goal is now to give an asymptotic expansion of the state of the form

12These contributions can be ignored if the Lie algebra is unimodular (i.e. the structure constants
satisfy f iik = 0) or the Euler characteristic of M is 0. We will restrict ourselves to these cases.
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ψ̂M(A, B,a,b) = TMe
i
�
S eff

M

∑
j≥1

�
j R j ,

where S eff
M is the so-called tree effective action, i.e. the sum of all diagrams whose

underlying graphs are trees, and R j denotes the sum of all diagrams that contain at
least one loop.

9.4 Split Chern–Simons Theory on the Solid Torus

In this section we compute a first approximation for the state on the solid torus K :=
D × S1 with boundary ∂M = S1 × S1 =: T

2. Here we think of D = {z ∈ C, |z|
≤ 1} as the closed unit disk in the complex plane. This is not just a simple exercise:
Note that since the quantum BV-BFV formalism allows also for the gluing of states,
given a state on the solid torus one can compute it also for any manifold that can be
glued together from tori (namely, all lens spaces).

Since the boundary T
2 is connected, there are only two possible choices for ∂1M

and ∂2M , we choose ∂1M := ∂M and ∂2M := ∅. In a future paper we plan to do a
similar computation for handlebodies, and due to Heegard decomposition this would
lead to state for general 3-folds. This leads to the following space of backgrounds:

VM = H•
D1(M)[1] ⊗ V ⊕ H•

D2(M)[1] ⊗ W = H•(M, ∂M)[1] ⊗ V ⊕ H•(M) ⊗ W

∼= (H•(D, ∂D) ⊗ H•(S1)) ⊗ V ⊕ H•(S1))[1] ⊗ W.

Let μ be a normalised generator of H •(D, ∂D), i.e.
∫
D μ = 1. Denoting t the coor-

dinate on S1, we get that χ1 = μdt, χ2 = μ is a basis of H •
D1(M)[1], with dual basis

χ1 = 1, χ2 = dt of H •
D2(M)[1]. We can then expand

ai = z1iμdt + z2iμ,

bi = z+
1i1 + z+

2i dt.

The canonical BV Laplacian on VM is then given by

ΔVM = −
(

∂

∂z1
∂

∂z+
1

+ ∂

∂z2
∂

∂z+
2

)
.

9.4.1 Effective Action on the Solid Torus

Assume as above that g = V ⊕ W is a Manin triple, i.e.

• V ∼= W ∗ as vector spaces
• V,W Lie algebras.
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a

b b

(a)

b a

(b)

b

(c)

Fig. 9.1 Graphs in the solid torus (depicted in a cross-section) with 1 interaction vertex. A bullet
denotes a point we integrate over, a long arrow denotes a propagator

Let us introduce bases ξ1, . . . , ξn of V , ξ 1, . . . , ξ n of W such that 〈ξi , ξ j 〉 = δ
j
i and

structure constants in these bases: [ξi , ξ j ]V = f ki jξk, [ξ i , ξ j ]W = gi jk ξ k . We can then
also decompose the fields

B = Biξ
i = biξ i + βiξ

i + Biξ
i ,

A = Aiξi = aiξi + αiξi + A
iξi .

The fact we have a Manin triple means that in terms of the structure constants we
have

f ki j g
lm
k = f likg

km
j − f ljkg

km
i + f mik g

lk
j − f mjkg

lk
i . (9.19)

We nowwant to compute an approximation to the tree effective action by considering
tree diagrams that have at most two interaction vertices and at most two boundary
vertices.

We will proceed by the number of interaction vertices. There is only a single
connected diagram with no interaction vertices, consisting of a single point on the
boundary. It yields the free effective action (9.18) for ∂2M = ∅, namely

Seff0 = −
∫

∂1M
bkAk .

9.4.1.1 1-Point Contribution

Let us continue with diagrams containing a single interaction vertex. It is now impor-
tant that the solid torus has zero Euler characteristic, so we do not need to consider
tadpoles. Since there can be no arrows issuing from ∂1M , diagrams with a half-edge
labelled by β at the interaction point are not admissible. Also notice that a ∧ a = 0
(it is a 4-form on a 3-manifold). In the end, there are only three contributing diagrams
(see Fig. 9.1):
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(a) The single interaction vertex with three leaves labelled by a,b and b, corre-
sponding to

Seff1 := 1

2

∫
M

〈a, [b,b]〉.

We should explain some notation. We denote by Cm,n(M, ∂M) (a suitable com-
pactification of) the configuration space of m points in the bulk and n in the
boundary. It comes with natural projections

πi : Cm,n(M, ∂M) →
{

M i ≤ m

∂M i ≥ m

and

πi j : Ci, j (M, ∂M) →

⎧⎪⎨
⎪⎩

C2(M) i, j ≤ m

C1,1(M, ∂M) i ≤ m, j ≤ n

C2(∂M) i, j ≥ m

.

By writing γi resp. γi j we mean the pullback of γ under the corresponding
projection.

(b) The single interaction vertex with two leaves labelled b and a and an arrow
connecting to a boundary source vertex βA. It evaluates to

Seff2 := −
∫
C1,1(M,∂1M)

f ijkb1,ia
j
1η12A

k
2.

(c) The single interaction vertex with a leaf labelled by b and two arrows connecting
to two different boundary source vertices. This evaluates to

Seff,3 := 1

2

∫
C1,2(M,∂1M)

f ijkb1,iη12η13A
j
2A

k
3.

9.4.1.2 2-Point Contribution

Now we consider tree diagrams with two interaction vertices. Since the diagrams
have to be connected, there has to be at least one arrow between the vertices. Since
we are only considering trees, there is exactly one arrow between them. Also, we are
considering only diagrams that have at most two boundary vertices. The diagrams
in Fig. 9.2 below show the admissible graphs in the relevant degrees. (admissible
graphs with no boundary vertices all evaluate to 0 because of property 9.13) We will
discuss the results below.
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b

a

b

(a)

b

a

a

(b)

b a

(c)

b b

(d)

b a

(e)

Fig. 9.2 Graphs with 2 interaction vertices. A bullet denotes a point we integrate over, long arrow
denotes a propagator

9.4.1.3 Performing Integration over M

We now want to perform the integration over the bulk points. There are two possi-
bilities to proceed:

1. One constructs an explicit propagator on M and computes the integrals analyti-
cally.

2. One analyses how the resulting form on the boundary behaves under de Rham
differential and integration of points, and picks a form which is a product of
propagators and representatives of cohomology on the boundary that has the
same properties. Since only these properties enter into the proof of the mQME,
this produces a valid state. We will discuss this procedure and the question of
uniqueness in more depth in a future paper.

With the second approach, choosing a propagator satisfying also (9.13) and (9.14),
one can see that the only non-vanishing contributions from two-point diagrams come
from diagrams Fig. 9.2c and e. Denoting the results by Seff4 and Seff5 respectively, we
obtain
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Seff0 = −z+
1,k

∫
∂1M

A
k − z+

2,k

∫
∂1M

dtAk,

Seff1 = 1

2
g jk
i (z1i z+

1 j z
+
1k + 2z2i z+

1 j z
+
2k),

Seff2 = f ijk z
+
1i z

2 j
∫

∂1M
dθA

k + f ijk(z
+
1i z

1 j − z+
2i z

2 j )

∫
∂1M

dtdθA
k,

Seff3 = 1

2
f ijk z

+
1i

∫
C2(∂1M)

ηT
12A

j
1A

k
2,

+ 1

2
f ijk z

+
2i

∫
C2(∂1M)

ηT
12
dt1 + dt2

2
A

j
1A

k
2,

Seff4 = f ijk f
j
lmz

+
1i z

2l
∫
C2(∂1M)

dθ1η
T
12A

k
1A

m
2

+ f ijk f
j
lm(z+

1i z
1l − z+

2i z
2l)

∫
C2(∂1M)

dt1dθ1η
T
12A

k
1A

m
2 ,

Seff5 = f ijk f
k
lmz

+
1i z

2 j
∫
C2(∂1M)

dθ1η
T
12A

l
1A

m
2

+ f ijk f
k
lm(z+

1i z
1 j − z+

2i z
2 j )

∫
C2(∂1M)

dt1dθ1η
T
12A

l
1A

m
2 ,

where t denotes the parallel (longitudinal) and θ the meridian coordinate on the
boundary torus (i.e. in the solid torus [dθ ] = 0), and ηT is a propagator for abelian
BF theory on the boundary torus.

9.4.2 mQME

Our goal in this section is to prove the modified Quantum Master Equation

(�2Δ + Ω)e
i
�
Seff = 0,

ignoring terms of nonzero order in �, more than two boundary vertices or more than
second power in the interaction. Here Ω is given by the standard quantisation of

S∂ =
∫

∂M
〈B, dA〉 + 1

2
〈B, [A,A]〉 + 1

2
〈A, [B,B]〉,

which (on the solid torus) is

Ωst = −i�
∫

∂1M
dA

k δ

δAk
+ 1

2
gbca

∫
∂1M

−�
2
A

a δ

δAb

δ

δAc
− i�

2
f abc

∫
∂1M

A
b
A

c δ

δAa
.
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Remark 12 The second term containing two derivatives yields possibly singular
results when applied to a single term in the effective action. Therefore the two deriv-
atives are allowed to act only on different terms in a product of terms of the effective
action. With this regularisation one can also check that Ω2

st = 0.

One can check that ΔSeff = 0 and therefore (�2Δ + Ω)e
i
�
Seff = − 1

2 (S
eff, Seff)

e
i
�
Seff + Ωe

i
�
Seff . So we should check that 1

2 (S
eff, Seff)e

i
�
Seff = Ωe

i
�
Seff up to higher

order corrections.

9.4.2.1 BV Bracket

Let us compute first (Seff, Seff). Abbreviating Seffi =: Si , we get that (Seff, Seff) =∑
i (Si , Si ) + 2

∑
i< j (Si , Sj ).

We have that (z+
1i , z

1 j ) = δi j = −(z+
2i , z

2 j ), and all other brackets vanish.
Since S0 and S3 only contain z+ variables, we get that (S0, S0) = (S3, S3) =

(S0, S3) = 0. Also, (S2, S3) contains three boundary fields, so we neglect it. The
same is true for any bracket of S4 with the rest, except (S1, S4), which is third power
in the structure constants. So the only contributing brackets are (S0, S1), (S0, S2),
(S1, S1), (S1, S2), (S1, S3) and (S2, S2).

9.4.2.2 Ω Part

Now let us compute Ωste
i
�
Seff . At first, we will consider only contributions of order

0 in � and less than two A
′s. Let us split Ω into the following 3 terms:

Ω0 := −i�
∫

∂1M
dA

k δ

δAk
,

Ω1 := − i�

2
f abc

∫
∂1M

A
b
A

c δ

δAa
,

Ω2 := −�
2

2
gbca

∫
∂1M

A
a δ

δAb

δ

δAc
.

By the usual rules of derivatives we will have

Ωst e
i
�
Seff =

(
(Ω0 + Ω1)

i

�
Seff + Ω2

(
i

�

)2 1

2
(Seff)2

)
e

i
�
Seff .

Let us look at the linear termfirst. Notice thatΩ0(S0) = Ω0(S1) = Ω0(S2) = 0, since
we can integrate by parts, and the forms appearing in these integrals are closed. Also,
since we are ignoring terms with more than two boundary fields, andΩ1(S1) = 0, we
only need to considerΩ1(S0) andΩ1(S2).Nowweneed to considerΩ2

(
i
�

)2 1
2! (S

eff)2.
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Since Ω2 removes one A, but adds one power in the interaction, we have to consider
terms in (Seff)2 with two or three A’s and at most first power in the interaction. One
can easily check that the only products to consider are S20 , S0S2 and S0S3.

9.4.2.3 Proving the mQME

Proposition 1 To prove the mQME in the chosen degrees one can equivalently prove
that

(S0, S1) + (S0, S2) + 1

2
(S1, S1) + (S1, S2) + (S1, S3) + 1

2
(S2, S2) =

= i

�
(Ω0(S3) + Ω0(S4) + Ω0(S5) + Ω1(S0) + Ω1(S2))

+ 1

2

(
i

�

)2

Ω2(S
2
0 + 2S0S2 + 2S0S3).

This can be shown using a direct computation, which we summarise as follows.

Lemma 7 The following identities hold:

(i) (S0, S1) = 1
2

(
i
�

)2
Ω2(S20 ),

(ii) (S1, S1) = 0,
(iii) (S0, S2) = i

�
(Ω0(S3) + Ω1(S0)) ,

(iv) (S1, S2) = (
i
�

)2
Ω2(S0S2),

(v) (S1, S3) = (
i
�

)2
Ω2(S0S3),

(vi) (S2, S2) = i
�

(Ω0(S4) + Ω0(S5) + Ω1(S2)) .

Corollary 8 The state defined by ψ̂ = e
i
�
Seff satisfies the mQME on the solid torus

at zeroth order in �, considering terms with at most two boundary fields and at most
second order in the interaction.

9.4.3 Change of Data

Now we will analyse how the state behaves under an infinitesimal change of gauge-
fixing, i.e. the representatives of cohomology and the propagator. Such a change
can be described by the action of a vector field X on M on these forms by the Lie
derivative

χ̇i = LXχi , χ̇
i = LXχ i , η̇ = LXη
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(we will always write X to mean the vector field (X, . . . , X) ∈ T M ⊕ · · · ⊕ T M ∼=
T (M × · · · × M)). Clearly we have

d

dt
ψ̂ = i

�

d

dt
(Seff)e

i
�
Seff .

Proposition 2 If we expand Seff as a sum of terms of the form

Seff =
∑ ∫

Cn(∂1M)

γ π∗
1 A · · · π∗

n A,

then its time derivative is given by

d

dt
(Seff) =

∑ ∫
Cn(∂1M)

(LX ∂ γ )π∗
1 A · · · π∗

n A,

where X ∂ denotes restriction of X to the boundary.

Proof Seff is a sum of terms of the form

∫
Cm,n(M,∂1M)

γ̂ π∗
1 A · · · π∗

n A,

where γ̂ is a product of background fields and propagators on M . Since LX is a
derivation,wehave d

dt γ̂ = LX γ̂ . But theLie derivative commuteswith the integration
over the bulk vertices, so we have proved the statement.

We are now going to define a state ζ such that

(�2Δ + Ω)(ψ̂ζ ) = d

dt
ψ̂

(as in (9.17)) for our example on the torus. Namely, we define γi ∈ Ωki (Cni (∂1M))

by

Seff =
∑
i

Fi ( f, g, z, z
+) j1··· jni

∫
Cni (∂1M)

γiπ
∗
1 A

j1 · · · π∗
ni A

jni .

Then ζ is defined by

ζ =
∑
i

Fi ( f, g, z, z
+) j1··· jni

∫
Cni (∂1M)

(ιX ∂ γi )π
∗
1 A

j1 · · · π∗
ni A

jni ,

i.e. we replace every differential form γi by its contraction with X .
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Proposition 3 For the change of data described above and the effective action
described in the last paragraph, we have that

(�2Δ + Ω)(ψ̂ζ ) = d

dt
ψ̂

at zeroth order in �, considering only terms of at most two boundary fields and at
most second power in the interaction.

Proof (Sketch of the proof ) We have that

Δ((ψ̂ζ )) = Δ(ψ̂)ζ ± ψ̂Δ(ζ ) ± (ψ, ζ ) = Δ(ψ̂)ζ ± (ψ, ζ ),

since Δ(ζ) = 0. On the other hand, using that Ω0 and Ω1 are first-order differential
operators and Ω2 is a second-order differential operator,

Ω(ψ̂ζ ) = Ω0(ψ̂ζ ) + Ω1(ψ̂ζ ) + Ω2(ψ̂ζ )

= Ω0(ψ̂)ζ + ψ̂Ω0(ζ ) + Ω1(ψ̂)ζ + ψ̂Ω1(ζ ) + Ω2(ψ̂)ζ + ψ̂Ω2(ζ ) + (ψ̂ζ )′

= Ω(ψ̂)ζ + ψ̂Ω(ζ ) + (ψ̂ζ )′,

where (ψ̂ζ )′ denotes the term where one derivative in Ω2 acts on ψ̂ and the other
acts on ζ . By the mQME, terms where Δ and Ω act on ψ only cancel. Let us first
consider the term where Ω acts on ζ only. After integrating by parts, Ω0(ζ ) replaces
ιX ∂ γi by dιX ∂ γi , plus contributions from the boundary of the configuration space. As
in the proof of the mQME, those are cancelled by Ω1(ζ ). Since Ω2 can only act on
products of terms, Ω2(ζ ) = 0. Next, notice that by properties of BV brackets and
derivatives we have

(ψ, ζ ) = (Seff, ζ )ψ and (ψζ )′ = (Seffζ )′ψ.

We are left to prove that (Seff, ζ ) + (Seffζ )′ produces all the terms of the form ιX ∂dγ ,
then the result follows fromProposition 2 andCartan’smagic formula.We summarise
this as follows.

Lemma 9 Let Si be the parts of the effective action as above. Denote by ιX ∂ Si , dSi
the operation of replacing all differential forms γ appearing in Si by ιX ∂ γ or dγ
respectively. Then the following identities hold:

Ω2(S0ιX ∂ S0) = (S1, ιX ∂ S0), (9.20)

Ω2(S0ιX ∂ S2) + Ω2(S2ιX ∂ S0) = (S1, ιX ∂ S2), (9.21)

Ω2(S0ιX ∂ S3) + Ω2(S3ιX ∂ S0) = (S1, ιX ∂ S3), (9.22)

(S2, ιX ∂ S0) + (S0, ιX ∂ S2) = ιX ∂dS3, (9.23)

(S2, ιX ∂ S2) = ιX ∂dS4 + ιX ∂dS5. (9.24)
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As in the proof of the mQME, these are all the relevant brackets and products for our
choice of degrees. Since S3 and S4 are the only terms with differential forms that are
not closed, all the terms we need are produced and we conclude the statement. �

9.5 Conclusions and Outlook

We have shown that the BV-BFV formalism can be applied to split Chern–Simons
theory and produces a non-trivial example. Using the method applied in Sect. 9.4.1.3
it is possible to make statements about the effective action to all orders. Furthermore,
the structure of the identities in Lemmas 7 and 9 seems to hint to the structure of
the effective action being governed by the mQME alone, i.e. to the fact that one can
recover the state in the perturbed theory from the state in the unperturbed theory
requiring only that the mQME is satisfied. A natural question to consider would be:
to what extent one can make such a statement rigorous, and in what generality one
can prove it.

In another direction, the next step is to use the state on the solid torus to compute the
Chern–Simons theta invariants of lens spaces via the gluing operation. The relatively
simple expression for the effective action in termsof a propagator and the cohomology
on the boundary should also allow for an extension to higher genus handlebodies and
other backgroundflat connections, and thereby the computation of theChern–Simons
invariants for all 3-manifolds.
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Chapter 10
Weighted Direct Product of Spectral Triples

Kevin Falk

Abstract Wepresent conditions on a family of spectral triples for its direct product to
be a spectral triple again. We also exhibit an example of such construction, involving
Toeplitz operators with polynomial symbols and acting on weighted Bergman spaces
over the unit ball of Cn .

10.1 Introduction and Motivation

The main idea of Connes’s non-commutative geometry is to characterize the geom-
etry of a space in the language of algebras [2]. We know, for instance, that a compact
Hausdorff space can be equivalently seen as the commutative C∗-algebra of continu-
ous functions living on it. By analogy, a non-commutative algebra would correspond
to a space of quantum nature: a non-commutative space. More precisely, the alge-
braic description of a space is based on the notion of unital spectral triple, consisting
of the data (A ,H ,D), where A is an involutive unital ∗-algebra A represented
faithfully on a Hilbert space H , and D is a selfadjoint operator acting on H with
compact resolvent and such that for any a ∈ A , π(a)dom(D) ⊂ dom(D) and the
extended operator of [D, π(a) ] is bounded. WhenA is not unital, consider its uni-
tizationA ⊕ C and replace the compactness of the resolvent by the compactness of
π(a)(D − λ)−1 for any a ∈ A and λ /∈ Spec(D): The induced triple is then called
non-unital. Among the various geometric entities which are encoded in the spectrum
of D , we are interested in the so-called spectral dimension, defined as the quantity
d := inf{s ∈ R ,Tr |D |−s < +∞}.

One of the simplest examples of spectral triple concerns the unit circle S1, where
A = C∞(S1) is the algebra of smooth functions over the circle, H is the Hilbert
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space completion of A itself endowed with the flat metric on the circle, and D =
−i d

dx , whose spectrum is given by {2πk , k ∈ Z}. This spectral triple has spectral
dimension 1 since

Tr(D)−s =
∑

k∈Z\{0}
|2πk|−s = 2

(2π)s

∑

k∈N\{0}
k−s

is finite if and only if s > 1.
Different classes of spectral triples based on algebras generated by Toeplitz oper-

ators acting on weighted Bergman spaces over a strictly pseudoconvex domain � of
C

n are presented in [4]. A spectral triple related to the so-called Berezin–Toeplitz
quantization was constructed [4, Sect. 6] and the interesting fact for us is that this
spectral triple happens to be decomposable into a direct product of a family of spectral
triples.

We focus here on the reciprocal, which is more subtle to treat: Given a countable
family of spectral triples (Am,Hm,Dm)m∈N, representing a family of (not necessarily
commutative) spaces, what are the conditions for the direct product over m ∈ N (the
precise definition is given below) to be a spectral triple again? Themain difficulty lies
in the fact that the behavior of the spectral triples asm tends to infinity (boundedness
of the representations, of the commutator between the algebrasAm and the operators
Dm , etc.) is hard to control in general.

We first present the notion of weighted direct product of spectral triples and
then give an explicit example (also related to Toeplitz operators) and compute the
corresponding spectral dimension.

Remark 10.1 The following results have been presented in [5] and related to non-
commutative versions of self-similar sets.

10.2 Weighted Direct Product of Spectral Triples

As the following result states, a family of spectral triples must verify some (quite
restrictive) conditions if we want the direct product to be a spectral triple again.

Lemma 10.1 Let (Hm)m∈N be a family of Hilbert spaces, (Dm)m∈N be a family of
unbounded selfadjoint operators with corresponding dense domains (dom(Dm) ⊂
Hm)m∈N and (βm)m∈N ∈ (R\{0})N.

Let D⊕ := ⊕
m∈N βmDm with domain dom(D⊕) := {⊕N

m=0 φm ∈ H ⊕ , N ∈
N , φm ∈ dom(Dm)

}
.

Then D⊕ is essentially selfadjoint.

Proof Let φ⊕ := ⊕
m∈N φm ∈ H ⊕. For any m ∈ N, the operator Dm is densely

defined so there is a sequence (φmj ) j∈N of elements in dom(Dm) converging
to φm as j → ∞. Thus for any fixed (m, j) ∈ N

2, there is Mmj ∈ N such that
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‖φm − φm,Mmj+k ‖2Hm
< 2− j for any k ∈ N. Define for any j ∈ N, the vector ψ⊕

j :=
⊕ j

m=0 φm,Mmj ∈ dom(D⊕). For any j ∈ N, ψ⊕
j ∈ dom(D⊕) and

‖φ⊕ − ψ⊕
j ‖2H ⊕ =

j∑

m=0

‖φm − φm,Mmj+k ‖2Hm
+

∑

m> j

‖φm ‖2Hm

< j 2− j +
∑

m> j

‖φm ‖2Hm
−→
j→+∞ 0 .

Thus for any ε > 0, there exists N ∈ N such that ‖φ⊕ − ψ⊕
N ‖H ⊕ < ε, which shows

that D⊕ is densely defined.
Using the same reasoning and the fact that for anym ∈ N, Ran(βmDm ± i) = Hm

(since βmDm is selfadjoint), it can be shown that for any φ⊕ ∈ H ⊕ and ε > 0,
there is N ∈ N and ψ⊕

N ∈ dom(D⊕) defined as above and such that ‖φ⊕ − (D⊕ ±
i)ψ⊕

N ‖H ⊕ < ε, thus Ran(D⊕ ± i) is dense inH ⊕.
The operator D⊕ is also symmetric since for any φ⊕ := ∑N

m=0 φm and φ′⊕ :=∑N ′
m=0 φ′

m in dom(D⊕),

〈D⊕φ⊕ , φ′⊕ 〉H ⊕ =
min(N ,N ′)∑

m=0

〈βmDmφm , φ′
m 〉Hm =

=
min(N ,N ′)∑

m=0

〈φm , βmDmφ′
m 〉Hm = 〈φ⊕ , D⊕φ′⊕ 〉H ⊕ ,

which shows that D⊕ is essentially selfadjoint (see [7, Chap.VIII.2, Corollary
p.257]).

Proposition 10.1 Let (Am,Hm,Dm)m∈N be a family of (not necessarily unital)
spectral triples, with corresponding representations (πm)m∈N, and denote ‖ . ‖m the
norm on πm(Am).

Define the following objects:

• H ⊕ := ⊕
m∈N Hm,

• D⊕ := ⊕
m∈N βm Dm and D⊕ as above, both acting on H ⊕,

•

A ⊕ := {(am)m∈N ∈
∏

m∈N
Am : sup

m∈N
‖πm(am) ‖m < +∞,

sup
m∈N

‖ [ βmDm, πm(am) ] ‖m < +∞ , and

‖πm(am)(1 + β2
mD

2
m)−1/2 ‖m −→

m→+∞ 0},
• π⊕(a⊕) := ⊕

m∈N πm(am), for a⊕ ∈ A ⊕.

Then (A ⊕,H ⊕,D⊕) is a (not necessarily unital) spectral triple.
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Proof For two elements a⊕ = (am)m∈N and b⊕ = (bm)m∈N in A ⊕, we have:

sup
m∈N

‖πm(ambm) ‖m ≤ sup
m∈N

‖πm(am) ‖m sup
m∈N

‖πm(bm) ‖m < +∞ , and

sup
m∈N

‖ [ βmDm, πm(ambm) ] ‖m ≤ sup
m∈N

‖πm(am) ‖m sup
m∈N

‖ [ βmDm, πm(bm) ] ‖m
+ sup

m∈N
‖ [ βmDm, πm(am) ] ‖m sup

m∈N
‖πm(bm) ‖m < +∞ ,

hence A ⊕ is an algebra with involution ∗ : a⊕ = (am)m∈N → (a⊕)∗ := (a∗
m)m∈N.

For a⊕ ∈ A ⊕, we have

π⊕(a⊕)
(
1 + (D⊕)2

)−1/2 =
⊕

m∈N
πm(am) (1 + β2

m D2
m)−1/2.

Combining the fact that for any m ∈ N, the summand πm(am) (1 + β2
m D2

m)−1/2

is compact, and the third condition in the definition of A ⊕, we conclude that
π⊕(a⊕)

(
1 + (D⊕)2

)−1/2
is compact.

From Lemma 10.1, D⊕ is essentially selfadjoint with selfadjoint extension D⊕.
For a⊕ ∈ A ⊕ and φ⊕

N := ⊕N
m=0 φN ,m ∈ dom(D⊕), for some N ∈ N, we have

π⊕(a⊕)φ⊕
N =

N⊕

m=0

πm(am)φN ,m

and each summand on the right-hand side belongs to dom(Dm) since (Am,Hm,Dm)

is a spectral triple for any m ∈ N. Thus π⊕(a⊕) maps dom(D⊕) into itself for any
a⊕ ∈ A ⊕.

Moreover, for any a⊕ ∈ A ⊕ and φ⊕
N := ⊕N

m=0 φN ,m ∈ dom(D⊕) of norm 1, we
have

‖ [D⊕, π⊕(a⊕) ]φ⊕
N ‖ = sup

m=0,...,N
‖ [ βmDm, πm(am) ]φN ,m ‖

≤ sup
m∈N

‖ [ βmDm, πm(am) ] ‖m < +∞ ,

so [D⊕, π⊕(a⊕) ] is bounded on dom(D⊕). Moreover, since dom(D⊕) is a core
forD⊕, we conclude that for any a⊕ ∈ A ⊕, π⊕(a⊕)

(
dom(D⊕)

) ⊂ dom(D⊕), thus
[D⊕, π⊕(a⊕) ] extends to a bounded operator on H ⊕ (see [6, Proposition A.1]).

The previously defined spectral triple (A ⊕ ,H ⊕ ,D⊕) is called the weighted
direct product of the sequence of quintuples (Am,Hm,Dm, πm, βm)m∈N, where
(Am,Hm,Dm) is a spectral triple for any m ∈ N, with corresponding representa-
tions πm and weights βm ∈ R\{0}.
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The first two conditions in the definition of A ⊕ correspond to the bounded-
ness of both the representation π⊕ and the commutator [D⊕, π⊕(A ⊕) ] for the
norm ‖ . ‖⊕ := supm∈N‖ . ‖m on π⊕(A ⊕). The third condition is equivalent to the
compactness of the resolvent of D⊕ (recall that an operator

⊕
m∈N Am is com-

pact if and only if Am is compact for any m ∈ N and ‖ Am ‖m → 0 as m → ∞;
see [3, Exercice II.4.13]). As a consequence, the sequence (Dm)m∈N is such that∑

m∈N dim (Ker Dm) < ∞. In particular, if we take the sameDm = D0 at each level
m ∈ N, the latter must be invertible.

The parameter (βm)m∈N has been introduced in order to control the behavior
of the sequence (Dm)m∈N as m tends to infinity. This can be avoided by putting
some constraints directly on the operators Dm , but this restricts the set of summable
families of spectral triples. Indeed, whenD⊕ := ⊕

m∈N D0, withD0 invertible, then
the resolvent of D⊕ is not compact and the use of a sequence (βm)m∈N is necessary
for the direct product.

An alternative would consist in rescaling the norm ‖ . ‖m at each level by multi-
plying it by the term βm and set D⊕ as the simple direct product of all Dm .

10.3 Example of Weighted Direct Product with Toeplitz
Operators

Denote Bn the unit open ball of Cn , with the unit sphere ∂Bn as boundary. Let r
be the defining function r : z ∈ Bn → r(z) := |z|2 − 1,1 and consider a family of
weights onBn of the form wm := (−r)m , with m ∈ N. The corresponding weighted
Bergman space over Bn is given by

A2
m(Bn) := {φ ∈ L2(Bn, wmdμ) , φ holomorphic inBn} ,

where dμ is the usual Lebesgue measure over Bn . Denote Πm the orthogonal
projection from L2(Bn) onto A2

m(Bn). The Toeplitz operator corresponding to
f ∈ C∞(Bn) is defined as

T(m)
f : φ ∈ A2

m(Bn) → Πm( f φ) ∈ A2
m(Bn) . (10.1)

For instance, since r < 0 on Bn , T(m)
−r is a selfadjoint positive definite Toeplitz

operator on A2
m(Bn), admitting an unbounded selfadjoint inverse (T(m)

−r )−1, densely
defined on A2

m(Bn). For a general Toeplitz operator T(m)
f , f ∈ C∞(Bn), we have

the relations

‖T(m)
f ‖ ≤ ‖ f ‖∞ , and (T(m)

f )∗ = T(m)

f̄
.

1r is a defining function for Bn means that it verifies r |Bn < 0, r |∂Bn = 0 and dr |∂Bn �= 0.
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Since in general the product of two Toeplitz operators is not Toeplitz anymore, we
will consider the ∗-algebra generated by the Toeplitz operators (10.1), the involution
given by the usual Hilbert space adjoint.

The following result is a particular case of [4, Proposition 5.4]:

Proposition 10.2 Let Am be the algebra generated by the Toeplitz operators T(m)
f ,

f ∈ C∞(Bn), with the identity representation on Hm := A2
m(Bn), and Dm :=

(T(m)
−r )−1.
Then (Am,Hm,Dm) is a unital spectral triple of spectral dimensionn = dimC Bn.

From a geometric point of view, we get a non-commutative version of the unit ball
of Cn , of same dimension as the usual one.

For a general multiindex α ∈ N
n and z ∈ C

n , we use the notation

zα := zα1
1 zα2

2 . . . zαn
n ,

and define 1 j := (0, . . . , 0, 1, 0, . . . , 0) ∈ N
n (the 1 being at the j th place), for j =

1, . . . , n.
We introduce the operators R := ∑n

j=1 R j and R := ∑n
j=1 R j with R j :=

z j∂z j and R j := z̄ j ∂z̄ j , acting on C∞(Bn). Let Pol(Bn) be the set of polynomi-
als on B

n in z and z̄.

Proposition 10.3 For p(z) = ∑
|α|≤d,|β|≤d ′

pαβ zα z̄β ∈ Pol(Bn), and setting for short

Tp = T(m)
p , we get

[T−1
−r , Tp ] = 1

m+1 T(R−R) p , on A2
m(Bn) .

Proof By [8, (2.9)], a standard orthonormal basis of A2
m(Bn) is given by

vα(z) =
(

Γ (|α|+m+n+1)
Γ (m+n+1) α!

)1/2
zα .

Using the shift operators S j : vα → vα+1 j , j = 1, . . . , n, we have the relations

Tz j = S j

(
R j+1

R+m+n+1

)1/2
, R j S j = S j (R j + 1), S∗

j S j = 1, for j = 1, . . . , n, and

T−1−r =
⎛

⎝1 −
n∑

j=1

T|z j |2

⎞

⎠
−1

=
⎛

⎝1 −
n∑

j=1

(Tz j )
∗Tz j

⎞

⎠
−1

=
⎛

⎝1 −
n∑

j=1

R j+1
R+m+n+1

⎞

⎠
−1

= 1
m+1 (R + m + n + 1) .
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Hence we get

[T−1
−r , Tz j ] = 1

m+1

(
(R + m + n + 1) S j

(
R j+1

R+m+n+1

)1/2

− S j

(
R j+1

R+m+n+1

)1/2
(R + m + n + 1)

)

= 1
m+1 S j

(
R j+1

R+m+n+1

)1/2 (
R + m + n + 2 − (R + m + n + 1)

)

= 1
m+1 Tz j .

From this last equality, combined with the fact that [Tz j , Tzk ] = 0, for j, k =
1, . . . , n, we get by iteration of the formula [ A, BC ] = B[ A, C ] + [ A, B ]C for
α, β ∈ N

n

[T−1
r ,

n∏

j=1

T
α j
z j ] = |α|

m+1

n∏

j=1

T
α j
z j , and similarly [T−1−r ,

n∏

j=1

(T∗
z j )

β j ] =− |β|
m+1

n∏

j=1

(T∗
z j )

β j .

Hence, the relation Tzα z̄β = ( ∏n
j=1(T

∗
z j )

β j
)(∏n

j=1 T
α j
z j

)
yields to

[T−1
−r , Tp ] =

∑

|α|≤d,|β|≤d ′
[T−1

−r , Tzα z̄β ] =
∑

|α|≤d,|β|≤d ′
[T−1

−r ,
( n∏

j=1

(T∗
z j )

β j
)( n∏

j=1

Tα j
z j

) ]

=
∑

|α|≤d,|β|≤d ′
pαβ

( ( n∏

j=1

(T∗
z j )

β j
)[T−1

−r ,

n∏

j=1

Tα j
z j ] + [T−1

−r ,

n∏

j=1

(T∗
z j )

β j ]
n∏

j=1

Tα j
z j

)

= 1
m+1

∑

|α|≤d,|β|≤d ′
pαβ (|α| − |β|)(

n∏

j=1

(T∗
z j )

β j
)( n∏

j=1

Tα j
z j

)

= 1
m+1

∑

|α|≤d,|β|≤d ′
pαβ (|α| − |β|)Tzα z̄β

= 1
m+1 T(R−R) p . �

Remark 10.2 The previous result is restricted to polynomials only. Indeed,we cannot
apply theStone–Weierstrass theorem to extend the result for general smooth functions
over Bn since f → [T−1

−r , T f ] is not continuous on A2
m for the norm ‖ . ‖∞.

Theorem 10.1 For m ∈ N, let

• Hm := A2
m(Bn),

• Dm := (T(m)
−r )−1,

• Am be the ∗-algebra generated by Toeplitz operators T(m)
p acting on Hm, with

p ∈ Pol(Bn),
• πm be the identity representation on Hm,
• ‖ . ‖m be the usual norm of operators,
• βm := m + 1.
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If we defineH ⊕,D⊕,π⊕ as inProposition 10.1 andA ′⊕ as the algebra generated by
elements of the form (T(m)

p )m∈N, with p ∈ Pol(Bn) (i.e., keeping the same polynomial

at all levels m ∈ N), then (A ′⊕,H ⊕,D⊕) is the weighted direct product of the
sequence (A ′⊕

m ,H ⊕
m ,Dm)m∈N.

Proof First, we know from Proposition 10.2 that for any m ∈ N, (Am,Hm,Dm)

defines a unital spectral triple of dimension n. Let us show that A ′⊕ is a subalge-
bra of A ⊕ of Proposition 10.1: If (am)m∈N = (T(m)

p )m∈N of A ′⊕, p ∈ Pol(Bn), is a
generator, the conditions are satisfied since

sup
m∈N

‖πm(am) ‖m ≤ ‖ p ‖∞ < +∞ ,

sup
m∈N

‖ [ βmDm, πm(am) ] ‖m = sup
m∈N

m+1
m+1‖T(m)

(R−R)p
‖ ≤ ‖ (R − R) p ‖∞

< +∞ , from Proposition 10.3, and

‖πm(am)(1 + β2
m D2

m)−1/2 ‖m = ‖πm(am)(1 + β2
m (T(m)

−r )−2)−1/2 ‖m
≤ |βm |−1‖πm(am) ‖m‖T(m)

−r ‖m
≤ |βm |−1 sup

m∈N
‖πm(am) ‖m ‖ r ‖∞ −→

m→+∞ 0 .

These inequalities remain valid for a general element ofA ′⊕, which consists, at each
level m ∈ N, of the same finite sum of finite products of Toeplitz operators acting on
A2
m . Since A

′⊕ forms a ∗-algebra, we conclude that it is a ∗-subalgebra of A ⊕ and
from Proposition 10.1, it follows that (A ′⊕,H ⊕,D⊕) is a spectral triple.

We now compute its dimension. For s ∈ R, we have

Tr |D⊕|−s =
∑

m∈N
β−s
m Tr (T(m)

−r )s =
∑

m∈N

(
βm

m+1

)−s
Tr (R + m + n + 1)−s

=
∑

m∈N
Tr (R + m + n + 1)−s .

Denote λk(m) := k + m + n + 1 the eigenvalues of R + m + n + 1, and Mk :=(k+n−1
n−1

)
the corresponding multiplicities, then

Tr (R + m + n + 1)−s =
∞∑

k=0

Mk λk(m)−s =: Im(s) . (10.2)

We know from Proposition 10.2 that Im(s) is finite for s > n. So when s = n + ε,
ε > 0, we can estimate the asymptotic behavior of this quantity as m → ∞ using
forthcoming Lemma 10.2, and so Tr |D⊕|−(n+ε) is finite when
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∑

m∈N

(
m+1
βm

)n+ε

m−ε < +∞ , (10.3)

i.e., when ε > 1, which leads to the result.

Lemma 10.2 With the notations of (10.2), we have Im(n + ε) ∼
m→∞ (n − 1)!

Γ (ε)

Γ (ε+n)
m−ε.

Proof Recall that the Pochhammer symbol (x)(n) := x(x − 1) . . . (x − n + 1) and
the Stirling numbers of the first kind s(n, k) are related by

(x)(n) =
n∑

k=0

s(n, k) xk .

First, if n ≥ 2, we can express Mk as a polynomial in λk(m):

Mk = 1
(n−1)! (k + n − 1)(k + n − 2) · · · (k + 1) = 1

(n−1)!
(
λk(m) − (m + 2)

)
(n−1)

= 1
(n−1)!

n−1∑

j=1

s(n − 1, j)
(
λk(m) − (m + 2)

) j = 1
(n−1)!

n−1∑

l=0

cl(m) λk(m)l,

where cl(m) := ∑n−1
i=l

(i
l

)
s(n − 1, i)

( − (m + 2)
)i−l

for any l = 0, · · · , n − 1. Thus
we have

Im(n + ε) = 1
(n−1)!

∞∑

k=0

gm(k) , where gm(k) :=
n−1∑

l=0

cl(m) λk(m)l−(n+ε).

We use the Euler–Maclaurin formula on gm (see, for instance, [1, Chap.VI.7 (37)]):

∑

k∈N
gm(k) =

∫ +∞

0
gm(x) dx + 1

2

(
f (0) + lim

x→+∞ gm(x)
)

+
N∑

j=2

Bj

j ! lim
x→+∞

(
∂ j−1
x gm(x) −∂ j−1

x gm(0)
) +R(m)

=: T1(m) + T2(m) + T3(m) + R(m),

where Bj is the j th Bernoulli number and

R(m) := (−1)N+1

N !

∫ ∞

0
∂N
x gm(x) bN (x − �x�) dx,
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and bN being the N th-Bernoulli polynomial. We get

T1(m) =
∫ ∞

0
gm(x) dx =

n−1∑

l=0

cl(m)

∫ ∞

0
(x + m + n + 1)l−(n+ε) dx

= −
n−1∑

l=0

cl(m) 1
l−(n+ε)+1 (m + n + 1)l−(n+ε)+1

= −
n−1∑

l=0

n−1∑

i=l

(i
l

)
s(n − 1, i)

( − (m + 2)
)i−l 1

l−(n+ε)+1 (m + n + 1)l−(n+ε)+1

∼
m→∞

n−1∑

l=0

(n−1
l

)
(−1)n−l

l−(n+ε)+1 m
−ε = (n − 1)! Γ (ε)

Γ (ε+n)
m−ε , and

T2(m) = 1
2g(0) = 1

2

n−1∑

l=0

n−1∑

i=l

s(n − 1, i)
( − (m + 2)

)i−l
(m + n + 1)l−(n+ε)

= O(m−(ε+1)) .

Since, for j ≥ 2,

∂ j−1
x gm(x) =

n−1∑

l=0

cl(m)(l − (n + ε))( j−1) (x + m + n − 1)l−(n+ε)−( j−1), (10.4)

we get, for N ≥ 2, T3(m) = O(m−(ε+2)). We have the following upper bound for the
remainder (obtained by computing the Fourier series of the Bernoulli polynomial bN )

|R(m)| ≤ 2
(2π)N

ζ(N )

∫ +∞

0
|g(N )

m |(x) dx ,

which gives, using (10.4), and after integration over x for N ≥ 2,

|R(m)| ≤ 2
(2π)N

ζ(N )

n−1∑

l=0

|cl(m)||(l − n + ε)(N )| (m + n + 1)l−(n+ε)−N+1

(N − 1 + n + ε − l)

= O(m−(ε+N−1)) = O(m−(ε+2)) . �

Remark 10.3

(i) A possible extension of Theorem 10.1, in which any (am)m∈N ∈ A ′⊕ is defined
as the copy of the same element on each level m ∈ N, consists in replacing a
finite number of am by arbitrary elements of Am .
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Thus the representation of an element a⊕ of this new algebraA ′′⊕ is of the form

π ′′⊕(a⊕) =
⊕

m≤N

πm(am) ⊕
⊕

m>N

p∑

i=1

qi∏

j=1

T(m)
pi j ,

for some integer N , some arbitrary am ∈ Am ,m ≤ N , and fixed family of poly-
nomials pi j in Pol(Bn), i = 1, . . . , p, j = 1, . . . , qi .

(ii) In Theorem 10.1, we can consider a more general sequence (βm)m∈N such that
βm ∼ mδ , asm tends to infinity, for 0 < δ ≤ 1 (the upper bound comes from the
boundedness of the commutator between the representation of an element of the
algebra and D⊕). Then, the conclusions of Proposition 10.1 remain valid but
the dimension changes: In this case, (10.3) is true when ε >

(
1 + n(1 − δ)

)
/δ.

As a consequence, making δ varying in (0, 1] leads to a dimension lying in
[n + 1,+∞).
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